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Abstract—This paper presents a new label layout technique for projection-based augmented reality (AR) that determines the
placement of each label directly projected onto an associated physical object with a surface that is normally inappropriate for
projection (i.e., non-planar and textured). Central to our technique is a new legibility estimation method that evaluates how easily
people can read projected characters from arbitrary viewpoints. The estimation method relies on the results of a psychophysical
study that we conducted to investigate the legibility of projected characters on various types of surfaces that deform their
shapes, decrease their contrasts, or cast shadows on them. Our technique computes a label layout by minimizing the energy
function using a genetic algorithm (GA). The terms in the function quantitatively evaluate different aspects of the layout quality.
Conventional label layout solvers evaluate anchor regions and leader lines. In addition to these evaluations, we design our energy
function to deal with the following unique factors, which are inherent in projection-based AR applications: the estimated legibility
value and the disconnection of the projected leader line. The results of our subjective experiment showed that the proposed
technique could significantly improve the projected label layout.

Index Terms—Projection-based augmented reality, view management, label layout, projected character’s legibility.
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1 INTRODUCTION

LABELS are essential components in most aug-
mented reality (AR) applications, because they

help explain the labeled physical objects. In optical
and video see-through AR research fields, much re-
search has been done for the past decade on super-
imposing digital labels, annotations, or legends on
associated physical objects in a head-mounted dis-
play (HMD) [1]. Designing well-labeled augmentation
requires skill and effort. Previous works focused on
automatically determining a label layout by taking
into account that the legibility of the characters should
not be significantly degraded and that there should be
a clear visual correspondence between the text and the
anchor region it is labeling.

Compared to the see-through AR studies, much less
research has been done so far in the field of projection-
based AR research. In the projection-based approach,
the following two unique issues must be taken into
account, because they inherently arise from the fact
that labels are superimposed directly onto the surfaces
of physical objects. First, the legibility of the projected
label is easily degraded because the characters are ge-
ometrically deformed, photometrically disturbed, and
hidden by shadows when projected on non-planar
and textured surfaces. Second, a leader line, which
connects a text and its anchor region, is disconnected
when there is a geometrical discontinuity under it.
Despite these difficulties in the view management of
projected labels, the projection-based approach still
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holds several advantages over the approach used for
see-through AR [2]. In particular, it offers multiple
viewers wide field-of-view imagery at the same time.
Consequently, projected labels on a physical object’s
surface are useful in many application fields, particu-
larly those in which the object is statically placed and
shared by multiple viewers who are moving freely
around it. Projection objects of such application fields
include dioramas or historically important objects in a
museum, anatomical models in a hospital or medical
school, and three-dimensional (3D) terrain maps for
civil engineering meetings. We regard these as our
target application fields.

In this paper, we introduce a new label layout
technique for a projection-based AR application that
determines the placement of each label superimposed
directly onto an associated physical object with a
surface that is normally not suitable for projection.
Central to our technique is a new legibility estimation
method that evaluates how easily people can read a
label that is projected on non-planar and textured sur-
face from arbitrary viewpoints. The estimation relies
on the results of a psychophysical study in which
we investigated the legibility of a projected label in
various cases, considering the characters’ deforma-
tion, contrast decrease, and whether or not a shadow
was cast on them. In the same manner as in the case
of conventional label layout solvers, we computed a
label layout by minimizing an energy function. The
terms in the function quantitatively evaluate different
aspects of layout quality. In conventional solvers,
the geometric relationships among labels, anchor re-
gions, and leader lines are evaluated. For example,
the terms penalize when one label overlaps another
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Fig. 1. Overview of the proposed method.

and when the leader line is lengthy. In addition to
these evaluations, we designed our energy function to
deal with the following factors, inherent in projection-
based AR applications: estimated label legibility and
disconnection of the projected leader line. Figure 1
shows an overview of the proposed method.

To summarize, this paper makes the following con-
tributions:

• We describe a label layout method for projection-
based AR applications to determine the place-
ment of each label superimposed directly onto a
non-planar and textured surface.

• We investigate, through a psychophysical study,
the legibility of the labels that are projected onto
surfaces of various shapes and textures.

• We introduce new terms to the general energy
function used to solve the label layout problems
that are inherent in projection-based AR applica-
tions: i.e., the legibility degradation of projected
labels and the disconnection of projected leader
lines.

1.1 Related Works

Illustrations or graphs in scientific and technical text-
books and maps commonly use labels, legends, or
annotations containing texts to help viewers under-
stand images. However, finding the optimal solution
of the general labeling problem has proven to be NP-
hard [3]. Several approximation methods have been
developed to reduce the computational complexity.
One implements a real-time label layout [4], while
another presents an approach for learning label layout
styles by example to create high-quality layouts [5].

Labeling is also regarded as a very important is-
sue in AR research fields. Following the pioneering
work on view management of labels in the context of
AR [1], much research has been conducted since then
on label layouts displayed in an HMD for optical and
video see-through AR. Some researchers focused on
geometric relationships among labels, anchor regions,

and leader lines to avoid undesirable layouts, such as
overlapping labels or intersections of leader lines [6],
[7], [8], while others addressed the legibility degra-
dation of a text that has been digitally overlaid on a
textured background [9], [10], [11].

A relatively small number of researchers have
worked on the view management of projected im-
ages. Siriborvornratanakul and Sugimoto proposed
projecting images onto a surface that is suitable for
projection by avoiding cluttered regions [12]. They
focused on detecting the cluttered regions by analyz-
ing the captured image of a scene without explicitly
taking into account the 3D shape information of the
scene. Uemura et al. focused on the view management
of annotations for a wearable projection-based AR
application in the context of assembly work support.
They proposed projectinig annotations on a surface
next to a working place so that the user’s hands
do not block the projected light [13]. On the other
hand, in this paper we address the view management
of projected labels by explicitly taking into account
the shape and texture of the projection surface and
evaluating the legibility of projected characters.

What makes view management of labels in
projection-based AR application difficult is the leg-
ibility degradation of the projected label, which is
particularly caused by the shape deformation, the
decrease in the contrast of the label, and the cast shad-
ows. There are various approaches that geometrically
correct the deformation of a projected image on a non-
planar surface [2]. However, these compensation tech-
niques correct the image for only one tracked viewer,
while the other viewers still see a deformed one.
Because we assume multiple viewers share projected
labels at the same place, the techniques are not useful
in our context. Researchers have also developed sev-
eral radiometric compensation approaches that correct
photometrically disturbed colors of a projection im-
age reflected on a textured surface [14]. However, in
general, the compensation is not always perfect due
to environmental lighting and the limited dynamic
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range of the projector (i.e., a low maximum intensity
and a black offset). The imperfection causes a decrease
in the contrast of the projected label. The shadow of
the projected label is also inevitable. Although the
shadow can be compensated for in a multi-projection
environment [15], the number of projectors is gener-
ally limited and consequently not always sufficient
to remove the entire shadow. We focus on the view
management of projected labels, regardless of the
problems that cause the legibility degradation of the
labels.

2 LEGIBILITY ESTIMATION OF PROJECTED
LABELS ON NON-PLANAR AND TEXTURED
SURFACES

This section describes our computational model,
which estimates the legibility of a label projected onto
a non-planar and textured surface. First, we explain
what kind of parameters we take into account for
the estimation. Then we describe the psychophysical
study we conducted to investigate how these parame-
ters affect legibility, and we explain the computational
model we used to estimate it. It is important to
note that we assume that the reflectance property
of a projection surface is Lambertian and that we
apply a billboard representation to our labels, made
up of a uniform dark background and bright texts.
A previous study proved that the billboard repre-
sentation provides the best legibility among various
representations [16].

2.1 Parameters for Estimating the Legibility of
Projected Labels

We conducted an informal preliminary experiment
in which we projected labels onto various types of
non-planar and textured surfaces and observed them
from various viewpoints. We found that three relevant
factors strongly correlate to the legibility of labels: the
occlusion and the geometric deformation of projected
characters, and the contrast of the label. Therefore, we
considered that the legibility of a projected label l ob-
served from a viewpoint v can be estimated through
the function of these parameters as Ll,v(Ol,v, Dl,v, Cl),
where, Ll,v, Ol,v, Dl,v , and Cl represent the legibility
of the label, the degree of the occlusion of label char-
acters, the degree of deformation of the characters,
and the label’s contrast, respectively. In this paper, we
compute these parameters for two-dimensional (2D)
images, because a label on a non-planar and textured
surface is projected onto the retinas of human eyes
and observed as a 2D image. We assume that the
depth variation of the surface in the label area is not
large enough for a human to perceive its shape vari-
ation caused by binocular stereopsis. The following
paragraphs explain how we model each parameter.

(a) (b)

Fig. 2. Geometrically corrected projection characters
observed (a) from the optimal viewpoint and (b) from
another viewpoint.

(a) (b)

Fig. 3. Pixel correspondence of a character for com-
puting its deformation: (a) a pixel p from the original
character, (b) the corresponding pixel p′ from the pro-
jected character on a non-planar surface (the green
outline indicates the original character).

Occlusion
The complex shape of the projection surface causes
the occlusion of projected characters. Even though
multiple projectors can compensate for shadows, the
number of projectors is not always sufficient to re-
move the occlusions completely. In this paper, we use
one projector for displaying labels. Because we focus
on occlusion areas of projected characters rather than
the number of projectors, the results obtained with
this setup can directly be applied to a multi-projection
environment. We model the degree of occlusion of
characters Ol,v as the ratio of the visible (i.e., un-
occluded) area of characters vSl,v to the area of the
original characters oSl,v. Therefore,

Ol,v = vSl,v/
oSl,v. (1)

Geometric deformation
Characters in a label are geometrically deformed
when projected onto non-planar surfaces. Geometric
correction techniques solve this problem by adjusting
the shape of the original characters before projec-
tion so that the characters are not deformed while
being projected on a non-planar surface. However,
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Fig. 4. Contrast of a projected label.

the characters are geometrically correct only when
viewed from a certain viewpoint, and still deformed
when viewed from the other viewpoints (Fig. 2). We
model the degree of deformation of characters in
label l, which is represented as Dl,v , as follows. As
shown in Fig. 3, by comparing a deformed character
with its original, we define Dl,v as the averaged 2D
Euclidian distance between the 2D position of point
p in the original character, where x(p) = (xp, yp), and
that of the corresponding unoccluded point p′ in the
deformed character, where x(p′) = (xp′ , yp′).

Dl,v =
1

vSl,v

∑
p

∥x(p)− x(p′)∥. (2)

Contrast
The texture or the spatial variance of the reflectance
property of a projection surface lowers the contrast
of a projected label. To achieve a billboard represen-
tation, which comprises a uniform dark background
and bright characters, we apply a radiometric com-
pensation technique, i.e., the method proposed by
Bimber et al. [17]. The radiance of the reflection Rp of
an unoccluded point q in the label l can be computed
by the following equation:

Rq = IqFqMq + EqMq (3)

where Iq , Fq , Mq , and Eq represent the input intensity
value for the projector, the form factor that linearly
scales the input intensity to the irradiance from the
projector, the reflectance of the pigment, and the irra-
diance of environmental lighting and the black level

of the projector, respectively. After Fq , Mq , and Eq

are calibrated, we can compute the input value Iq to
display the desired reflection Rq . Based on this model,
even when we input zero to a projector (i.e., Iq = 0),
both the projector’s black offset and the environmen-
tal lighting elevate the black level of reflection. We
define the maximum radiance of black level reflections
over the area of a label l as the maximum black level
Bl.

Bl = max
q

(EqMq) (4)

In addition, the radiance of the reflected white projec-
tion light (i.e., Iq = 1) becomes small when the light is
reflected by a dark pigment. We define the minimum
radiance of reflected white light over the area of a
label l as the minimum white level Wl.

Wl = min
q

(FqMq + EqMq) (5)

As described above, we apply a billboard repre-
sentation to our label, which comprises a uniform
dark background and bright characters. To achieve
the uniform radiance of the background and of the
characters over a label region, we apply the maximum
black level Bl as the radiance of the background
and the minimum white level Wl as the radiance of
the characters (Fig. 4). Therefore, the contrast of a
projected label l can be computed as follows:

Cl = Bl/Wl (6)

As described above, we assume that the reflectance
property of a projection surface is Lambertian, where
the intensity and color of the reflected light depend
on the incident angle of incoming light but not on the
viewing angle. Therefore, the contrast of a projected
label is view-independent.

2.2 Psychophysical Study for Computational
Model of Legibility Estimation
We conducted a psychophysical study to decide the
function Ll,v for estimating the legibility of projected
labels.

2.2.1 Method
In the experiment, we rendered the CG simulation
of a projected label and added Gaussian noise to it.
Subjects were asked to observe the rendered image on
a 2D monitor and to read the characters in the label.
The legibility of a simulated label can be controlled
by adjusting the amount of noise. Therefore, if a
character in a simulated label can be correctly read
even when a strong Gaussian noise has been added,
we regarded its legibility as high. On the other hand,
if a character with a small amount of added noise
cannot be correctly read, we regarded its legibility as
low.

Note that we do not use Gaussian noise to simulate
textured backgrounds. We assume that the texture of
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Fig. 5. Virtual environment for CG simulation.

the surface can be canceled by a radiometric compen-
sation technique [17]. The Gaussian noise is used just
for decreasing the legibility of a displayed character
by changing its spatial intensity pattern. When the
difference between the intensity pattern of the noise-
added character and that of the original is too large,
people cannot correctly read the character. Because the
intensity pattern of a deformed, low contrast, and/or
occluded character is already changed, people cannot
correctly read it, even with a small amount of noise.
Therefore, if people can read a character with a large
amount of noise, we regard its legibility as high, and
vice versa.

Figure 5 shows the virtual environment used in our
CG simulation. A virtual projector projected a label
onto a non-planar surface s and rendered the pro-
jected scene from a virtual viewpoint. We defined the
projector’s view angle as θp and the virtual observer’s
view angle as θo as shown in Fig. 5. We applied a
geometric correction technique [18] by which the pro-
jected character is undistorted when viewed from the
direction of the surface normal vector n (i.e., θo = 0).
Because the surface is non-planar, projected characters
are deformed when viewed from other viewpoints
(i.e., θo ̸= 0) and some parts of the projected label are
occluded. We rendered the label as an 8-bit grayscale
image. To represent different contrast levels, we fixed
the brightness of the character as white (i.e., Wl = 255)
and changed the gray level of background Bl.

The Gaussian noise added to the rendered label is
computed as follows:

G(κ) = κ
√
−2 log u1 cos 2πu2 (7)

where 0 < u1, u2 ≤ 1 are uniform pseudo-random
numbers. The amount of noise can be controlled by
changing κ. When pixel values are above or below the
range of the 8-bit image (0 – 255), they are clipped.

For each label l that is rendered under the condi-
tions of θp, θo, and s, the model parameters Ol,v, Dl,v ,
and Cl are computed. A subject observes the rendered
labels with different noise levels one by one, from the
largest amount of κ to the smallest one. For each noise
level, we asked the subject to read the character in
the displayed label. We recorded the κ values when

(a)

(b)

Fig. 6. Stimuli (from left to right, κ = 400, 240, 80): (a)
Cl = 0.01 and (b) Cl = 0.56.

the subject could read the character correctly, and we
regarded the maximum one κmax as the legibility of
label l. Therefore,

Ll,v(Ol,v, Dl,v, Cl) = κmax. (8)

2.2.2 Results

Simulated characters were displayed on a 2D monitor,
and each subject observed each of the characters at
a distance of 0.6 m from the monitor. The width of
a rendered character corresponded to a view angle
of two degrees. We extracted 32 different small sur-
face patches from Stanford Happy Buddha as virtual
projection surfaces. Five characters, A, B, C, D, and
E were projected onto these surfaces from a virtual
projector at two different angles (θp = 1/8π, 3/8π
rad). The projected results were rendered by captur-
ing images from three different view angles (θo =
1/8π, 1/4π, 3/8π rad) with a virtual camera. We pre-
pared three different contrast levels by increasing the
gray level of the background color while keeping
the color of the character as white. We measured
the actual contrast between these backgrounds and
the white character by displaying these colors on the
monitor and measuring their luminance using a lumi-
nance meter. As a result, the contrasts values, Cl, were
0.01, 0.24, and 0.56. In total, 2,880 (=32 surfaces×5
characters×2 projector angles×3 view angles×3 con-
trast values) different rendered labels were prepared
for the experiment. For each rendered label, we added
six different noise levels for κ of 80, 160, 240, 320, 400,
and 480 (Fig. 6).

Ten subjects were selected from our local university
(9 male and 1 female, aged 21 to 24). All subjects had
normal or corrected to normal vision. Participation
in the experiments was voluntary and unpaid. Each
subject observed 100 different rendered labels out of



JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007 6

(a)

(b)

Fig. 7. Averaged Ll,v (different surfaces represent
different contrast levels): (a) raw data, (b) plane fitting
results.

the total 2,880. Consequently 1,000 trials were con-
ducted in total (10 subjects x 100 labels). In each trial,
a rendered label was observed with six different noise
levels, one by one, from the largest amount of κ to the
smallest. The character in the label was not changed
when the κ value was decreased. For each noise
level we asked the subject to identify the character
in the label. For each rendered label, we recorded the
maximum κ value when the subject could identify the
character correctly (i.e., κmax). Figure 7(a) shows the
experimental results of Ll,v (= κmax) averaged among
subjects.

Due to their relatively linear behavior, the results
in each contrast level were fitted to planes using mul-
tidimensional linear regression. To apply the general
plane equation [19],

Ll,v(Ol,v, Dl,v, Cl) = a1(Cl)Ol,v + a2(Cl)Dl,v + a3(Cl),
(9)

for parameterizing the fitted functions, we needed
to find continuous functions that approximated the
discrete plane parameters (a1, a2, and a3) over all
contrast levels Cl. The one-dimensional curve fitting
resulted in the following fitting functions.

a1(Cl) = −273.1 exp(−7.3Cl)− 100.7 (10)
a2(Cl) = 11.2Cl − 9.1 (11)

a3(Cl) = 390.3C2
l − 753.7Cl + 395.4 (12)

The parameters a1 and a2 correspond to the gradients
of the planes in directions Ol,v and Dl,v , and a3
represents the shift of the legibility Ll,v . The fitted
planes are shown in Fig. 7(b), where the values below
zero are clipped to zero.

2.3 Legibility Estimation

Using Eq. (9), we estimate the legibility of a label l ob-
served from a viewpoint v. However, because we do
not assume that the observer’s viewpoint is known,
an estimated legibility for a fixed viewpoint v is not
useful. Furthermore, we assume that multiple viewers
simultaneously observe the same object from different
viewpoints in our target applications, as described
in Sec. 1. Therefore, we regard it as good when the
legibility is not only high from a single viewpoint
but also generally high from multiple viewpoints. We
average the estimated multiple legibility values of a
label l as observed from different viewpoints vi as
follows:

Ll =
1

nv

nv∑
i

Ll,vi , (13)

where nv represents the number of viewpoints.
In this paper, we sample 12 viewpoints (i.e., nv =

12), and average the estimated legibility of a projected
label from these viewpoints. The viewpoints are the
combinations of four longitude (ϕo = 0, π/2, π, 3π/2)
and three latitude (θo = π/4, 3π/8, 7π/16) angles. We
apply an uneven latitude sampling because the de-
formation of projected characters is significant when
observed near the viewing angle of π/2. In addition,
characters are not significantly deformed when ob-
served near the normal of a projection surface.

The entire process of legibility estimation is de-
picted in Fig. 8.

2.4 Validation of Proposed Computational Model

We validated the proposed computational model of
legibility estimation using a subjective experiment.
The aim of this experiment was to evaluate the leg-
ibility of projected labels estimated by our proposed
computational model by comparing them with those
ranked by subjects. When ranking legibility, subjects
observed labels projected onto real non-planar and
textured surfaces.

The surfaces used in the experiment were those of
an anatomical model and a 3D terrain map. Four-
teen labels were projected onto different locations
on the surface. The locations were fixed throughout
the experiment. Each label contained a single charac-
ter, which was randomly selected from ten different
characters: A, B, C, D, E, F, G, H, J, or K. Different
characters were selected for each subject. Projected la-
bels were geometrically corrected and radiometrically
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Fig. 8. Process flow of legibility estimation.

compensated for by the techniques explained in Sec.
2.1, based on the shapes and reflectance properties
of the surfaces, which were measured in advance.
Consequently, the legibility of the projected charac-
ters was estimated with the proposed computational
model (Eq. 13).

Ten subjects were selected from our local university
(8 male and 2 female, aged 22 to 24). All subjects had
normal or corrected to normal vision. Participation
in the experiment was voluntary and unpaid. They
were allowed to move their bodies and heads to
observe projected labels from arbitrary viewpoints.
Figure 9 shows the overview of the experiment. Figure
10 shows the relationships between the rankings for
projected characters averaged among subjects and the
estimated legibility for each label location. A linear
regression showed that there were associations be-
tween the estimated legibility and subjective rankings
(R2 = 0.59, p < 0.01 for the anatomical model
and R2 = 0.65, p < 0.01 for the 3D terrain map).
Therefore, we considered that the proposed computa-
tional model can correctly estimate the legibility of a
projected label.

3 VIEW MANAGEMENT OF PROJECTED LA-
BELS

We computed a label layout by minimizing an energy
function based on GA.

3.1 Energy Function

In a conventional label layout solution, the geometric
relationships among labels, anchor regions, and leader
lines are evaluated. For example, the terms penalize
overlapping of labels and lengthy leader lines. In
addition to these evaluations, we design our energy
function to deal with the following unique factors that
are inherent in projection-based AR applications: the

(a)

(b)

Fig. 9. Overview of the experiment: (a) experimental
setup and (b) projected labels on anatomical model
and their estimated legibility.

legibility of a projected character and the disconnec-
tion of a projected leader line. When there are nl labels
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(a)

(b)

Fig. 10. Relationships of subjective legibility rankings
and the estimated legibility with a fitted line through
a linear regression: (a) anatomical model and (b) 3D
terrain map.

to be projected, we formulate the energy E as follows:

E =

nl∑
l

(αLEL(l) + αDED(l) + αOEO(l)), (14)

where EL(l), ED(l), and EO(l) represent the energy
terms for a label l, i.e., the legibility of the characters
in the label, the distance of the leader line, and the
label’s overlap, respectively, while αL, αD, and αO

represent weights. The weights allow a user to balance
the importance of each term.

Legibility
The legibility of projected characters in a label is
estimated by Eq. 13. The energy term for the legibility
is represented as the reciprocal of the legibility.

EL(l) = 1/Ll (15)

Distance
In general, the distance from an anchor point to the
corresponding label is one of the most important
parameters when deciding an optimal label layout.
In addition, when considering the layout of projected
labels, we need to take into account the disconnection

of projected leader lines caused by the non-planarity
of the projection surface. To solve this issue, we
propose taking into consideration the length on the
surface, instead of a simple Euclidian distance. Be-
cause we measure the shape of the projection surface
for the geometric correction, we already have mesh
data (vertices and edges) of the surface. Thus, we can
apply Dijkstra’s Algorithm to search for the shortest
path along mesh edges from the vertex of an anchor to
that of the corresponding label, and regard the length
of the path as the distance dl. If there is no path from
the anchor to the label, we give a large constant value
cD to the energy term.

ED(l) =

{
dl (if connected)
cD (otherwise)

(16)

Overlap
When a label overlaps another label, we add a penalty
to the energy function. This is represented as follows:

EO(l) =

{
1 (if overlapped)
0 (otherwise)

(17)

3.2 Optimization
We search for the optimum label layout which min-
imizes the energy E of Eq. 14. As mentioned in Sec.
1, in our target applications the projection object is
statically placed and shared by multiple viewers who
are moving freely around it in our target applications.
In addition, projection-based AR is suitable for indoor
applications because the projection light is too dark to
show images under the sunlight. Therefore we assume
that our projection object is placed indoors. The in-
door environment light is generally regarded as static.
In this condition, the optimum label layout changes
only when a new label is added or an existing one
is removed. In most of our target application fields
(e.g., museums, medical schools and civil engineering
meetings), it is reasonable to say that users request to
change labels infrequently, for example once a minute
at the most frequent, and the optimal label layouts are
computed in offline. That is, labels for all the anchor
regions are projected simultaneously. Therefore we
design our optimization framework by taking into
account that the proposed technique is going to be
used in such situations.

We choose GA as our optimization method, in par-
ticular the minimal generation gap (MGG) model [20],
because it gives us a globally optimum solution.
Although GA normally does not work in real-time,
we do not need a real-time solution for the reasons
described above. We consider the layout of Nlabel la-
bels. The index of each vertex of the projection surface
where label l is projected is represented as vl. We
regard vl as a gene in our GA. An individual solution
comprises these genes (I = (v1, v2, ..., vNlabel

)). In the
initialization, we generate a population that comprises
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Nseed individual solutions by randomly selecting the
placements of labels. Then the following process is
repeated Nloop times.

Two parent solutions are randomly selected from
the existing population. Crossover and mutation are
applied to the selected parents Nfamily times to gener-
ate 2Nfamily child solutions. We choose two solutions
that fit the best from the parent and child solutions
(i.e., 2+2Nfamily solutions), where the fitting function
is identical to our energy function. A new population
is created with the chosen ones by replacing the parent
solutions.

After Nloop repetitions, we choose the best solution
as the optimal layout of the projected labels.

4 EVALUATIONS

A user study was conducted to evaluate our proposed
label layout technique. We compared a label layout
generated by minimizing the proposed energy func-
tion (Eq. 14) with non-zero αL (proposed condition),
to that generated with αL = 0 (conventional condi-
tion). In other words, in the conventional condition,
only conventional constraints (the distance from an-
chors to labels and overlap of labels) were considered
in the conventional condition.

We asked a subject to read the characters of the
projected labels under both conditions as quickly and
as correctly as possible, and we measured the task
completion time, the percentage of correct answers,
and the subjective preference of the layout. We used
a 3D terrain map as the projection surface on which
we chose 20 anchor points. A label consisting of
three different characters was assigned to each anchor
point. The characters were randomly selected from the
Roman alphabet. “Q” and “V” were excluded because
we thought they might be confused with “O” and
“U”, respectively.

Each task was started when the subject pressed the
start button to commence the evaluation program.
Then, labels were projected onto the surface and
were connected to their anchors by leader lines. Four
randomly selected anchors were red, and the others
were blue. The subject was required to read out loud
the labels connected to the red anchors and press the
stop button to terminate the program when finished
reading. The task completion time was measured as
the duration time between each key press action.
After each task, the subject rated the preference of
the layout, according to a 7-point Likert scale from
-3 (least preferred) to 3 (most preferred). We did not
give any feedback to the subjects about the accuracy
of their answers, and the optimal label layout varied
among different tasks because the estimated legibility
varied according to the difference of the projected
characters for each task.

Ten subjects were selected from our local university
(9 male and 1 female, aged 21 to 24). All subjects had

(a)

(b)

Fig. 11. Projection examples of (a) conventional con-
dition and (b) proposed condition.

normal or corrected to normal vision. Participation
in the experiment was voluntary and unpaid. Note
that three subjects participated in all the experiments
described in this paper. We allowed subjects to freely
move their bodies and heads to read the labels, while
fixing the initial position of their faces at θo = 1/4π
through the experiment. Each subject completed 50
(25 for each condition) tasks followed by four (two
for each condition) exercise tasks. The order of the
conditions of the tasks was chosen randomly. The
parameters of the energy function and the GA were
αL = 0.005 (only for the proposed condition), αD =
0.1, αO = 0.2, Nseed = 500, Nfamily = 500, and
Nloop = 1, 000. It took 7.3 seconds to compute each
layout with a PC (Intel Core i7 3.2GHz). Figure 11
shows the projection examples of both conditions.

Figure 12(a) shows the averaged task completion
time for each condition. Subjects could read aloud
the projected characters within 8.53 seconds in the
proposed condition and 9.41 seconds in the conven-
tional condition. A paired T test between them (t498 =
3.29, p < 0.01) showed that the proposed condition
could significantly shorten the time compared to the
conventional condition.

Figure 12(b) shows the averaged percentage of
correct answers for each condition. Subjects could
correctly read the projected characters during 92.0 %
of the tasks in the proposed condition and during 87.1
% of the tasks in the conventional condition. A paired
T test between them (t9 = 4.77, p < 0.01) showed that
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(a) (b) (c)

Fig. 12. Experimental results: (a) averaged task completion time, (b) averaged percentage of correct answers,
and (c) averaged preferences (the bar is the standard deviation, **: p < 0.01).

the proposed condition could significantly improve
the percentage of correct answers compared to the
conventional condition.

Figure 12(c) shows the averaged subjective pref-
erence for each condition. On average, the subjects
reported a positive preference (+0.87 from median) for
the proposed condition and a negative preference (-
0.34 from median) for the conventional condition. An
unpaired T test between them (t498 = 9.06, p < 0.01)
showed that the proposed condition could provide a
layout that was significantly more preferred than the
conventional condition.

According to the experimental results, the label
layout is surely improved by taking into account
the legibility of characters in labels projected onto
a non-planar and textured surface when computing
the optimal layout. In principle, the length of the
reader lines is longer in the proposed condition be-
cause αL is relatively larger in the energy function
of the proposed condition than in that of the con-
ventional condition. The actual averaged lengths in
the experiment were 17.7 mm and 12.7 mm in the
proposed and conventional conditions, respectively.
Therefore, even though the leader lines are longer,
we could reduce the cognitive load of the subjects in
understanding labels by introducing the legibility of
projected characters into the energy function.

As shown in Fig. 12(a), variations are large in task
completion time. The legibility of projected characters
differs significantly among the 20 labels. Even when
the layout is determined by the proposed method,
some labels are easy to read while others are difficult
to read. Because the proposed method optimizes the
layout by taking into account not only the legibility
but also the distance between the leader line and the
label’s overlap, the legibility of some projected labels
is still low. This variation of legibility causes the large
variation in task times. As shown in Fig. 12(b), there is
a small difference in the averaged percentages of cor-
rect answers. We think that the task was not difficult
enough to show a great improvement when using the
proposed method. On the other hand, through the ex-
periment, we also noticed that people have the ability
to correctly read considerably deformed characters if

they spend a lot of time. To sum up, our proposed
method could shorten the reading time of projected
labels, but it did not improve the correctness.

5 CONCLUSION

We explored a model for computing the layout of
projection-based labels on non-planar and textured
surfaces. The model took into account the inherent
problems of projection-based technologies, specifi-
cally, the legibility degradation of projected characters
and the disconnection of a leader line connecting an
anchor to its corresponding label. For the first issue,
we proposed a technique for estimating the legibility
of projected characters by considering their deforma-
tion, contrast loss, and the occlusion caused by non-
planarity and spatial variance of the reflectance of the
projection surface. A subjective experiment showed
that the technique performed well when estimating
the legibility of projected characters. For the second
issue, we proposed to calculate the path of the leader
line from an anchor to the label on the projection
surface using Dijkstra’s Algorithm instead of simple
Euclidian distance. Through subjective experiments,
we ascertained the fact that the proposed model could
improve label layout, because the subjects could un-
derstand the labels better and preferred this layout
over other layouts. Taking into account the processing
time of 7.3 seconds, we believe that our GA-based
optimization is useful in our target applications.

In the proposed technique, the shapes and re-
flectance of the projection surfaces need to be mea-
sured prior to the legibility computation. However,
we do not regard this as a limitation of our approach.
Since we assume that the projection objects in our
target applications are static, the measurement is not
required online.

Our method suffers from the disadvantages of con-
ventional projection-based AR applications. Due to
the limited dynamic range and the brightness of the
projector, the contrast of the projected images defined
by Eq. 6 might become too low for users to correctly
read texts projected onto dark surface pigments. The
usage of color information may improve legibility
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even when the brightness of the projected label is
not sufficient. This being our first attempt to assess
the legibility of projected characters, we focused only
on the luminance because the luminance is more
dominant than chrominance in the human visual
system. We believe that chrominance information is
also useful for the legibility of projected characters.
Extending the proposed computational model of legi-
bility estimation to the chrominance domain could be
one of our future projects.

We empirically determined the weights of Eq. 14 by
computing label layouts with different weight values
and checking the results. For various target objects
with different shapes and textures, users need to
search for the weights through the same procedure.
On the other hand, we believe that this is useful for
the users because they can optimize the weights for
their individual purposes. For example, when a user
would like to place the labels closer to the anchors,
he/she can do so simply by setting αD to be larger
than to the other weights. Finding a more efficient
way of determining the weights is also our future
work.
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sual computing of projector-camera systems,” Computer Graph-
ics Forum, vol. 27, no. 8, pp. 2219–2254, 2008.

[15] M. Nagase, D. Iwai, and K. Sato, “Dynamic defocus and
occlusion compensation of projected imagery by model-based
optimal projector selection in multi-projection environment,”
Virtual Reality, 2010, online First.

[16] J. Jankowski, K. Samp, I. Irzynska, M. Jozwowicz, and
S. Decker, “Integrating text with video and 3d graphics: The
effects of text drawing styles on text readability,” in Proc.
International Conference on Human Factors in Computing Systems,
2010, pp. 1321–1330.

[17] O. Bimber, A. Emmerling, and T. Klemmer, “Embedded enter-
tainment with smart projectors,” IEEE Computer, vol. 38, no. 1,
pp. 56–63, 2005.

[18] G. Welch, H. Fuchs, R. Raskar, H. Towles, and M. S. Brown,
“Projected imagery in your “office of the future”,” IEEE Com-
puter Graphics and Applications, vol. 20, no. 4, pp. 62–67, 2000.
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