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Fig. 1. Proposed technique compensates for the inter-reflections of a projected image onto a concave immersive projection screen:
(left) prototype system comprising a projector, an RGB camera, a screen painted with a photochromic compound, and UV LED
arrays that control the reflectance pattern of the screen; (middle-top) projected result of the dog image (Section 4.2) obtained using
the proposed method; (middle-bottom) reflectance pattern displayed on the screen (rectified using homography); (right) close-ups
of projected results and the pseudo-color visualizations of their intensity values. There are two areas in the direct method’s result
where undesirable intensity elevation is found, i.e., around the nose of the dog and around the left eye. While the projection only
(conventional) method [22] can compensate for the elevated intensity in the nose area, the proposed method can compensate for the
elevated intensity in both areas.

Abstract—We propose a novel inter-reflection compensation technique for immersive projection displays wherein we spatially mod-
ulate the reflectance pattern on the screen to improve the compensation performance of conventional methods. As the luminance
of light reflected on a projection surface is mathematically represented as the multiplication of the illuminance of incident light and
the surface reflectance, we can reduce undesirable intensity elevation because of inter-reflections by decreasing surface reflectance.
Based on this principle, we improve conventional inter-reflection compensation techniques by applying reflectance pattern modula-
tion. We realize spatial reflectance modulation of a projection screen by painting it with a photochromic compound, which changes
its color (i.e., the reflectance of the screen) when ultraviolet (UV) light is applied and by controlling UV irradiation with a UV LED
array placed behind the screen. The main contribution of this paper is a computational model to optimize a reflectance pattern for
the accurate reproduction of a target appearance by decreasing the intensity elevation caused by inter-reflection while maintaining
the maximum intensity of the target appearance. Through simulation and physical experiments, we demonstrate the feasibility of the
proposed model and confirm its advantage over conventional methods.

Index Terms—Reverse radiosity, inter-reflection compensation, immersive projection display.

1 INTRODUCTION

Immersive projection displays, which use screens of various concave
shapes such as L-shaped corners, cubes, cylinders, and hemispherical
domes, are widely used in cinemas and virtual reality (VR) systems.
These displays suffer from inter-reflections of projected light, which
unfavorably elevate the lowest intensity of a projected result; conse-
quently, they lead to significant contrast deterioration. As a result, the
degradation of image quality disturbs user immersion. Researchers
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have investigated the inter-reflection issue and have proposed various
inter-reflection compensation techniques that digitally modify input
images prior to projection such that the degradation of the projected
image quality is reduced [3, 22]. Simply speaking, for L-shaped cor-
ner or cube screens, these techniques decrease pixel intensities at the
corners of the projection screens. However, the compensation perfor-
mance of these methods is limited due to the additive nature of inter-
reflection and the absence of negative projected light.

Research focused on decreasing the lowest intensity of projection
light has been primarily conducted in the context of high dynamic
range (HDR) projection. In the last decade, various researchers have
successfully decreased black offsets, which, because a projector can-
not project pure black, are unavoidable intensities, by using two spatial
light modulators (SLM) to block light [11, 17, 26]. However, these
HDR projection techniques do not solve the inter-reflection issue in
principle. For example, consider an attempt to display a completely
black image on the left side of an L-shaped corner screen and a uni-
form white image on the right side using an HDR projector that can
project completely dark images. In this case, some portion of the light



Fig. 2. Concept of the proposed method: (left) inter-reflection occurs on
concave projection screen with a normal uniformly white surface; (right)
the proposed reflectance pattern modulation decreases the intensity el-
evation due to inter-reflection.

reflected from the right side of the screen inevitably reflects to the left
side and increases the black offset. Therefore, a completely dark im-
age is no longer displayed on the left side of the screen.

We realize HDR projection by applying a different approach, i.e.,
we spatially modulate the reflectance pattern of the projection surface
to reduce the black offsets [4, 14, 28]. The luminance of light reflected
on a projection surface is mathematically represented as the multipli-
cation of the illuminance of incident light and the surface reflectance;
thus, the projected result can be made darker by decreasing the sur-
face reflectance. This approach, in contrast to other HDR projection
approaches, has the potential to solve the inter-reflection issue. In the
example mentioned above, by setting the reflectance of the left screen
to zero, we can make the reflected light from the right screen not reflect
on the left screen; consequently, a completely dark image is displayed
on the left screen.

In this paper, we propose an inter-reflection compensation tech-
nique in which we spatially modulate the reflectance pattern on a
screen to improve the performance of previous inter-reflection com-
pensation methods (Fig. 2). Iwai et al. [14] realized a spatial re-
flectance modulation of a projection screen by painting it with a pho-
tochromic compound (PhC) that changes color (i.e., the reflectance of
the screen) when ultraviolet (UV) light is applied, and by controlling
UV irradiation using a UV LED array behind the screen. We pro-
pose to apply this technology to inter-reflection compensation. The
main contribution of this work is a computational model to optimize
a reflectance pattern for accurate reproduction of a target appearance
by decreasing the intensity elevation caused by inter-reflection while
maintaining the maximum intensity of the target appearance. We eval-
uate the feasibility of the proposed model and confirm its advantage
over conventional methods through a simulation experiment. We also
conduct a physical experiment to demonstrate the inter-reflection com-
pensation performance using currently available PhCs.

To summarize, we provide the following contributions:

• We propose an inter-reflection compensation technique that com-
bines spatial surface reflectance modulation with a conventional
projection image modification technique.

• We develop a computational model to optimize the reflectance
pattern of a projection screen painted with a PhC that is con-
trolled by UV LED arrays.

• We conduct a simulation experiment to validate the proposed
principle.

• We demonstrate the inter-reflection compensation performance
using currently available PhCs through a physical experiment.

2 RELATED WORKS

Four research fields—photometric and radiometric compensation,
inter-reflection compensation, HDR projection, and projection surface
reflectance modulation—are closely related to the proposed method.

Here, we describe the related fields; and discuss the development of
the proposed method.

2.1 Photometric and Radiometric Compensation

Photometric and radiometric compensation is a well-studied research
topic to display desired colors on various types of surfaces includ-
ing non-planar and textured ones. Even for a simple (i.e., planar and
uniformly white) screen, projection images should be pre-corrected to
compensate for the vignetting effect (i.e., peripheral area of projected
image becomes darker than the central) [19]. For more general sur-
faces, a camera is applied to measure the reflectance properties in a
per-pixel basis, which are then used to compute projection colors to
correctly display desired colors [5]. Recent techniques significantly
improve projected results in terms of color reproduction accuracy [8]
and spatial resolution [21]. However, most of the previous techniques
do not consider global illumination effects except for occlusions and
defocus blurs [12, 13, 23], and thus, do not work correctly when pro-
jected pixels are inter-reflected.

2.2 Inter-reflection Compensation

Previous inter-reflection compensation techniques fall broadly into
two categories: reverse radiosity and reverse light transport ap-
proaches. The reverse radiosity approach divides a concave screen
surface into small patches, and reversely solves the radiosity equation
iteratively [3] or analytically [22, 27]. In computer graphics, the ra-
diosity technique is applied to compute the amount of light energy
transferred among patches. The reverse light transport approach uses
a camera to measure surface appearance when each projected pixel
is turned on. The measurement is stored as a light transport matrix
(LTM) with which we can estimate a displayed appearance including
any global illumination effects when an input image is projected. In
addition, we can compute an input image to display a desired projected
result using the inverse LTM [32]. Generally, an LTM is a very large
matrix (e.g., 1 million by 1 million pixels); consequently, computation
of its inversion incurs an enormously high computational cost. Thus,
researchers have proposed more efficient methods, such as utilizing the
sparse characteristics of LTM [32], separating the direct and indirect
(global) components of reflections [9], applying a stratified approach
[24], and a simulation-based solution [18].

The reverse radiosity approach was developed for projection
screens with simple shapes (e.g., cubic, cylindrical, and hemispher-
ical), while the inverse light transport approach was developed for
more complex shapes. In addition, the inverse light transport ap-
proach requires a huge amount of time for LTM measurement, which
must be performed whenever a single component of a system (e.g.,
the pose/position of a camera/projector or the shape/reflectance of a
screen) is changed. Because screen shapes of immersive projection
displays are normally simple and we modulate screen reflectance pat-
terns for different target images, we have developed our method based
on a reverse radiosity method [22, 27].

2.3 HDR Projection

The contrast or dynamic range of a projection system is defined as
the ratio of maximum to minimum intensity. In principle, projectors
form images by attenuating the maximum intensity from light sources;
therefore, a common strategy to realize HDR projectors is to reduce
the minimum intensity (i.e., black offset). However, current SLMs
cannot block light from a light source perfectly; thus, it is difficult for
commercially available projectors to display images containing com-
pletely black portions where the black offset is zero. Following pio-
neering work by Seetzen et al. [26], HDR projectors with very low
black offsets have been realized by applying the double modulation
principle—the intensity of the light from a light source is attenuated
twice at different SLMs. Seetzen et al. proposed projecting images
onto a transmissive LCD, which is regarded as the second modulator
[26], and Kusakabe et al. proposed using two liquid crystal on sili-
con (LCoS) micro-displays in a projector [17]. Recently, an analogue



Fig. 3. Reflectance pattern modulation model of PhC and UV LED.

micromirror array (AMA) was used as the first modulator to reallo-
cate the light energy from a light source to realize a low level of black
offset and higher peak luminance [11].

As mentioned in Section 1, these HDR projection techniques can-
not solve the inter-reflection issue. In this study, we apply the double
modulation principle. We regard the spatial modulation of surface re-
flectance as the second modulation to reduce artifacts caused by the
inter-reflections of projected light.

2.4 Projection Surface Reflectance Modulation
Surface reflectance modulation for projection display has primarily
been investigated in the context of HDR or high contrast displays [4].
Essentially, this technique uses a flat printed paper (e.g., a photograph)
as a screen and projects the same image content onto it. When the
contrast of the projector is c1:1 and that of the screen is c2:1, the con-
trast of the system is theoretically increased to c1c2:1. This princi-
ple is then applied to boost the contrast of various objects, such as
optical microscopy specimens [6] and replicas of historically impor-
tant objects printed using a full-color three-dimensional (3D) printer
[28]. Note that reflectance modulation is only applicable for static
images because physically printed reflectance patterns are generally
static. Recently, we have addressed this limitation by applying a PhC
whose color can be controlled dynamically by adjusting the amount of
UV irradiation [14].

To the best of our knowledge, projection surface reflectance modu-
lation has not been applied to inter-reflection compensation for immer-
sive projection displays. Because dynamic and interactive visual in-
formation is crucial for VR systems, an inter-reflection compensation
technique for displaying dynamic image content on immersive pro-
jection displays is necessary. Therefore, we apply a spatio-temporal
screen reflectance modulation technique using the PhC based approach
[14] to inter-reflection compensation.

3 INTER-REFLECTION COMPENSATION USING REFLECTANCE
PATTERN MODULATION

We summarize two fundamental techniques, i.e., reflectance pat-
tern modulation using PhC and inter-reflection compensation based
on reverse radiosity, in Sections 3.1 and 3.2, respectively. We
describe the proposed approach—an inter-reflection compensation
method combining projection image correction with reflectance pat-
tern modulation—in Section 3.3.

For simplicity, we only consider one color channel. Note that this
simplification does not entail a loss of generality. We also assume that
projection screens are diffuse surfaces and that projected images are
focused.

3.1 Reflectance Pattern Modulation
As shown in Fig. 3, we spatially modulate the reflectance pattern of
a PhC-painted projection screen using an UV LED array. A target
reflectance pattern is reproduced based on [14] as follows.

The reflectance of a PhC monotonically decreases as the illumi-
nance of the radiated UV light increases. The relation between the
reflectance of a PhC-painted screen at a surface patch x and the inci-
dent illuminance of UV light at that patch is expressed as:

rx = fx(lx), (1)

where rx, lx, and fx denote reflectance, incident illuminance, and a
monotonically decreasing function, respectively.

Because UV light is spread from each LED, each patch on the
screen is radiated from multiple LEDs simultaneously. A normalized
input value sent to the k-th LED is denoted vk (0 ≤ vk ≤ 1) (Fig. 3).
The illuminance of UV light radiated from the k-th LED with input
value 1.0 (i.e., vk = 1.0) at patch x is denoted as wk,x. Assuming that
the relation between an input value sent to an LED and the resulting
UV output is linear, the illuminance at x from the k-th LED with vk
can be computed as vkwk,x. Consequently, the UV illuminance at x
radiated from n LEDs can be computed as the sum of the illuminance
from the LEDs as:

lx = ∑
k

vkwk,x. (2)

Suppose a target reflectance at x is represented as r̃x, the actual input
value v̂k for each LED in the array must be determined by minimizing
the sum of squared errors of the generated reflectance from the target
reflectance:

V̂ = arg min
V

∑
x
‖r̃x− fx(lx)‖2, (3)

subject to 0≤ ∀vk ≤ 1,

where V represents the set of input values vk ∈ V . The least squares
method is applied to find the input values.

3.2 Reverse Radiosity
We formulate our inter-reflection compensation method based-on the
reverse radiosity approach. Radiosity is a global illumination algo-
rithm that solves the rendering equation for scenes with diffuse sur-
faces [7]. Suppose that an immersive projection surface is divided into
N small patches (i.e., x = 1,2, . . . ,N). For each pair of patches x and
x′, a form factor Fxx′ , which describes how well the patches can see
each other, is computed as follows:

Fxx′ =
1

Ax

∫
Ax′

∫
Ax

cosφdAx cosφdAx′

πr2
dAxdAx′

HdAxdAx′
dAxdAx′ , (4)

where Ax,Ax′ are the areas of patches x,x′ respectively. φdAx ,φdAx′
are

the angles between the line from x to x′ and the normal vectors of x and
x′ respectively. rdAxdAx′

is the distance between the patches. HdAxdAx′
is a visibility function, which is always 1 for normal immersive projec-
tion screens. Bx is the radiosity (reflection of both direct and indirect
illumination) of patch x, and Ex is the emitted light (reflection of di-
rect illumination from projectors). Thus, the radiosity equation can be
expressed as

Bx = Ex + rx

N

∑
x′=1

Fxx′Bx′ . (5)

The radiosity equations of N surfaces are then represented as the fol-
lowing matrix equations:

E = KB, (6)

K =


1− r1F11 −r1F12 · · · −r1F1N

−r2F21 1− r2F22 · · · −r2F2N

...
...

. . .
...

−rN FN1 −rN FN2 · · · 1− rN FNN

 , (7)

B =

 B1

...
BN

 ,E =

 E1

...
EN

 . (8)



Equation 6 represents the analytical solution of reverse radiosity
[22, 27], from which we can compute the set of emitted light E from
a target radiosity map B̃ = [B̃1 B̃2 . . . B̃N ]

t . As mentioned above, Ex
is the reflection of direct illumination from the projector; thus, we can
compute projection color px (input color value to a projector) from Ex
by the following equation:

px = gx(
Ex

rx
), (9)

where gx is a per-patch function representing the relation between a
projection color and the illuminance of a projected pixel on a projec-
tion surface at x. Because projection color should be within a certain
range (e.g., 0≤ px ≤ 255 for an ordinary 8-bit projector), gx also clips
the value outside the range. gx can be calibrated in advance using
a well-known technique for radiometric compensation of projector-
camera systems [5]. In summary, we can compute an inter-reflection
compensating projection image P3 px to accurately reproduce a target
radiosity map B̃ on a surface with the reflectance pattern R 3 rx.

3.3 Simultaneous Optimization of Projection Image and
Reflectance Pattern

Our goal is to optimize the projection image and the reflectance pat-
tern to compensate inter-reflection. The optimization problem is for-
mulated as

P̂, R̂ = arg min
P,R

‖B̃−K−1E‖2. (10)

We need to simultaneously optimize the projection image and re-
flectance pattern. However, the reverse radiosity technique described
in Section 3.2 only optimizes a projection image for a given reflectance
pattern.

To solve Eq. 10, we apply an iterative method. Suppose the re-
flectance pattern computed at the i-th iteration is R(i), then the inter-
reflection compensating projection image P(i) for this reflectance pat-
tern is computed using Eqs. 6 and 9. Next, we estimate a radiosity
map B(i), which is displayed when the image P(i) is projected on the
surface with reflectance pattern R(i) through inverse computation of
Eqs. 6 and 9 as follows:

E(i)
x = g−1

x (p(i)x )r(i)x , (11)

B(i) = K(i)−1
E(i). (12)

We apply the Bi-CGSTAB method [30] to compute the inverse of K(i),
which is generally a huge matrix. Then, we compute the error between
the target and estimated radiosities as follows:

e(i)x = B(i)
x − B̃x. (13)

Because a patch x is illuminated with the illuminance of B(i)
x /r(i)x , the

reflectance component of the error is extracted as:

e(i)x

B(i)
x /r(i)x

=
r(i)x

B(i)
x

e(i)x . (14)

We update the reflectance value as:

r̄(i+1)
x = r(i)x −φ

r(i)x

B(i)
x

e(i)x , (15)

where φ is a constant weight. In practice, r(i)x /B(i)
x is almost constant

over a projection surface because low (high) reflectance normally leads
to low (high) radiosity. Therefore, we can also use the following sim-
pler method to update the reflectance value.

r̄(i+1)
x = r(i)x −φe(i)x . (16)

Fig. 4. Screens and UV-LED placements in the simulation experiment.

Train Car Street

Elephant Zoo Town

Fig. 5. Simulation experiment target images.

Note that the updated reflectance pattern R̄(i+1) 3 r̄(i+1)
x normally has

higher frequency components than the displayable reflectance pattern
modulated by the PhC and UV LEDs. Therefore, we compute dis-
playable pattern using the method described in Section 3.1. Specifi-
cally, we compute the optimum LED values V̂ to display R̄(i+1) using
Eq. 3 and compute the displayable reflectance pattern R(i+1) 3 r(i+1)

x
using Eqs. 1 and 2.

The iteration is terminated when the number of iteration i exceeds
a predefined number M or the difference of the mean squared error
(MSE) of e(i)x from the previous iteration becomes less than a prede-
fined threshold ε . Then, the optimized projection image P̂ and re-
flectance pattern R̂ are obtained as P(i) and R(i) at the termination,
respectively.

4 EXPERIMENT

We conducted simulation and physical experiments to validate the pro-
posed method. First, we performed simulations under various ex-
perimental conditions to evaluate the characteristics of the proposed
method (Section 4.1). Then, we conducted a physical experiment
using a prototype system to validate the feasibility of the proposed
method (Section 4.2).

4.1 Simulation

As shown in Fig. 4, for the simulation experiment, we prepared three
semi-immersive projection screens (L-shaped corner, cylindrical, and
hemispherical dome). Six different natural images were used as target
appearances (or target radiosity maps), as shown in Fig. 5. The pur-
pose of each simulation is that the orthogonal projection of projected
result from the side view of each screen correctly reproduces a tar-
get appearance. The reflectance pattern of each screen was modulated
by an array of UV LEDs which is set up in a honeycomb structure
as shown in Fig. 4. The UV light from the LEDs was distributed all
over the screen. The point spread function (PSF) of each LED is an



Fig. 6. Simulated results. Note that in the difference visualizations, red (green) colors indicate that the simulated results have higher (lower) intensity
than the target appearances.

Table 1. Averaged MSEs in the simulation experiment.
direct projection only proposed

corner 1272.6 105.9 53.2
cylindrical 209.6 21.0 13.4

dome 270.5 38.8 18.8

isotropic two-dimensional (2D) Gaussian distribution. The number of
patches in each screen is 84×60 for all screen shapes.

We compared three different methods, i.e., direct, projector only,
and the proposed method. In the direct method, a target image is
projected onto a screen directly, i.e., neither inter-reflection compen-
sation nor reflectance pattern modulation are applied. In the projector
only method, only inter-reflection compensation is applied. A previ-
ously proposed reverse radiosity method [22] was used to modify a
projection image, which was then projected onto a screen. The pro-
posed method applies the proposed technique, i.e., both the projection
image and the reflectance pattern are optimized to compensate inter-
reflections. In this simulation experiment, we set the threshold for ter-
mination of the iteration process ε = 1.0 and updated the reflectance
pattern using Eq. 15. There are nine conditions in the simulation ex-
periment (i.e., 3 screens × 3 methods). Note that we only provide
some of the simulation results in the paper; please refer to the supple-
mentary material for other results.

Figure 6 shows sets of a target image, a simulated result, a dif-
ference visualization between the target and the result, and the MSE.
The results show that the proposed method displays the most similar
images among the three methods for all combinations of target im-
ages and screens. In particular, the direct method provides unnaturally
bright images around the central part of each screen due to the inter-
reflection of projected light. The projection only method can decrease
a certain amount of unnatural intensity elevation. Compared to these
conventional methods, such artifacts are much less apparent in the re-
sults obtained with the proposed method. In addition to the qualitative
observations, we compare the averaged MSEs (Table 1). Thus, we
confirm that the images displayed using the proposed method are most
similar to the target images under all screen conditions. The proposed
method is the most effective particularly under the corner screen con-
dition, where the proposed method displayed images with MSEs of
1/24 and 1/2 times lower on average than the direct and projection
only methods respectively.

Here, we evaluate our iterative method for simultaneous optimiza-
tion of a projection image and a reflectance pattern. Figure 7 shows

Fig. 7. Projection results, difference visualizations with MSE values, and
reflectance maps for some iteration processes.

an estimated projection result, a difference image with its MSE value,
and a reflectance pattern at each iteration process. These were simu-
lated using the proposed method with the corner screen and the target
train image. Figure 8 summarizes the MSE values of all combinations
of screens and target images for all iteration processes. The results
confirm that the reflectance pattern is updated through the iteration
processes. In addition, our iteration method reduce the MSE, which
reaches a plateau after a certain number of iterations. The processing
time for each iteration ranged from 0.6 to 1.1 seconds.

4.2 Physical Experiment
We built a prototype system and conducted an experiment. As shown
in Fig. 1(left), the system comprises a PhC-painted L-shaped corner
screen, two 2D UV-LED arrays, an RGB camera (Point Grey Research
Chameleon camera, 1280×960 pixels), and a projector (Acer K10, 100
ANSI lumen). We mixed three types of PhCs such that the mixed ma-
terial appears gray when exposed to UV light. The combination of



Fig. 8. MSE for each iteration process in the simulation experiment.

PhCs was PSP-54 (20 %), PSP-33 (22.5 %), and PSP-73 (57.5 %),
which are produced by Yamada Chemical Co., Ltd. These materials,
which are originally solid powders, are mixed with liquid polymethyl
methacrylate (PMMA), so that we can paint the resulting liquid solu-
tion on the screen. Each LED array comprises 60 UV LEDs (Nitride
Semiconductors Co., Ltd. NS365L-5RLQ) in a honeycomb structure
that modulate UV intensities on the screen based on pulse width modu-
lation (PWM) using an Arduino Uno and LED drivers. We painted the
combined material on a 140×100 mm2 sheet of white fabric (Amund-
sen, 100% polyester) folded 90 degrees at the center to form an L-
shaped corner screen. The parameters of fx and wk,x were calibrated
for the reflectance pattern modulation. The camera-based calibration
process is described in the literature [14]. It took around 1 minute to
modulate the surface reflectance from the highest to the lowest values
with the maximum UV intensity. We set the threshold for termina-
tion of the iteration process ε = 1.0 and updated the reflectance pattern
using Eq. 16.

Similar to the simulation experiment described in Section 4.1, we
compared the results among the three methods (i.e., direct, projection
only, and proposed methods). Four different images (complex, meal,
room, and dog) were used as target appearances for each method.
Thus, there were twelve sets of experimental results (i.e., 3 methods×
4 targets). Figure 9 shows the results of three targets (complex, meal,
and room)—each target image, the projected results of the three differ-
ent methods, and their pseudo-color visualizations. Figure 10 shows
the displayed reflectance patterns. In addition, Fig. 1 shows the results
of the remaining target appearance (i.e., dog). Note that the results
were captured using the RGB camera and then rectified using a simple
homography transformation.

By comparing the pseudo-color visualizations between the target
images and the direct method’s results, it is confirmed that the direct
method significantly elevates the black level around the corner of the
screen due to inter-reflection. In addition, the projected results become
darker in some parts that were originally bright in the target appear-
ances. This occurs because the pixels were projected at an oblique
angle to the surface. This loss of intensity does not orrur in the other
methods because they take this effect into account in the reverse ra-
diosity process, especially in the computation of Ex. Comparing the
pseudo-color visualizations between the target images and the projec-
tion only method’s results, we found that the reproducibility of dark
parts is improved over the direct method. However, we also found that
some bright parts, such as the hair accessory in the complex image
and the right part of a circular dish in the meal image, are darker than
the target images. These artifacts are caused by the projector’s inter-
reflection compensation, which can sometimes overly decrease the in-
tensities of some parts of a projection image to reduce inter-reflections
due to the projector’s limited dynamic range. On the other hand, the
proposed method visually reproduces both dark and bright parts better
than the compared methods.

Table 2. SSIM values of projected results in physical experiment.
Direct Projection only Proposed

Complex image 0.506 0.503 0.517
Meal image 0.497 0.496 0.509
Room image 0.638 0.639 0.651
Dog image 0.609 0.644 0.661

We evaluated the image qualities of the simulated results using the
structural similarity index (SSIM), which is a method for assessing
the perceptual quality of a distorted image compared to the original
[31]. The SSIM values are shown in Table 2. We also conducted a
qualitative evaluation. Seventeen subjects (13 males and 4 females,
age 22 to 27) were recruited from a local university. We asked each
subject to compare each projected result and corresponding target ap-
pearance, and rate the perceived contrast according to a 9-point Likert
scale from 1 (very low contrast) to 9 (high contrast same as the tar-
get appearance). The projected result (rectified as shown in Fig. 9)
and target appearance are shown on a flat panel 46-inch display (Pana-
sonic LC-46LX3) side by side. Figure 11 shows the averages and
standard deviations of the perceived contrasts of the four (i.e., com-
plex, dog, room, and meal) images of the three (i.e., direct, projec-
tion only, and proposed) methods. A one-way analysis of variance
(ANOVA) with repeated measures showed the projection method had
a significant effect on the perceived contrast in all image conditions
(complex: F2,32 = 8.99, p < 0.01, dog: F2,32 = 5.34, p < 0.05, room:
F2,32 = 17.93, p < 0.01, meal: F2,32 = 7.74, p < 0.01). Post-hoc anal-
ysis was then performed using a Student-Newman-Keuls test for pair-
wise comparison. It showed statistically significant differences be-
tween the proposed method and each of the other two methods in all
image conditions (p < 0.05). The observations described in the pre-
vious paragraph are supported by both the SSIM values and the per-
ceived contrasts. Compared to the other two methods, the proposed
method always provided the best image qualities in terms of similarity
to the target images as well as contrast.

5 DISCUSSION

Through the simulation and physical experiments, we have confirmed
the potential of the proposed method to improve image quality in im-
mersive projection display systems by reducing the artifacts caused
by the inter-reflection of projected light. In the simulation experiment
with an L-shaped corner screen, the proposed method achieved MSEs
that were 1/24 and 1/2 that of the direct and projection only methods
respectively. For cylinder and dome screens, we have confirmed that
the proposed method improves the projected image qualities. How-
ever, the degree of improvement is less significant than that for the L-
shaped corner screen. Therefore, the proposed method is particularly
effective and useful for an immersive projection display with a screen



Fig. 9. Experimental results. The pseudo-color representation visualizes the intensity values of the projected results from blue (dark) to red (bright).

Complex Meal Room

Fig. 10. Displayed reflectance pattern.

shape that has a sharp corner, such as cubic screens. Such screens have
been applied in many VR systems, including CAVE.

In the physical experiment, we demonstrated the advantage of
the proposed method over conventional inter-reflection compensation
techniques with our proof-of-concept prototype system. However,
more thorough and professional design and assembly will enhance per-
formance. One of the practical limitations of the current implementa-
tion is its inflexibility in the size and shape of a projection screen. For
the current system, we painted the PhC manually, which is obviously
impractical, especially in manufacturing large PhC-painted screens.
This issue can be solved by using a professional large-format pho-
tochromic printer [29]. A UV projector [10], rather than UV LEDs,
has the potential to illuminate large screens of various shapes, includ-
ing non-planar surfaces, such as cylinder and dome screens.

The proposed technique is useful not only for immersive VR sys-
tems but also for spatial augmented reality (SAR) or projection map-
ping applications. For example, consider projecting images onto an
architectural model [25], a replica of a historically important object
[28], or a robot head [2] to visualize how different shapes, reflectance
properties, or environment illuminations affect the appearance of such
objects. Showing annotations on such objects to allow users to eas-
ily understand them is also regarded as an important application in AR
[15]. Generally, such objects have a concave shape; thus, the projected
results usually suffer from inter-reflections. By applying the proposed
technique by painting objects with PhCs and preparing a UV projector,
many of the artifacts caused by inter-reflections can be removed; con-
sequently, we can enhance the image quality of the projected results.

Fig. 11. Qualitative evaluation result: the average and standard devia-
tion of perceived contrast (**: p < 0.01, *: p < 0.05).

When calibrating the reflectance pattern modulation component in
the physical experiment, we found that the current PhC has a con-
trast ratio of approximately 2:1. Furthermore, the PhC used in the
experiment was very slow (1 minute for modulation; see 4.2). A bet-
ter PhC with higher contrast—lower reflectance—and faster response
can enhance the performance of the inter-reflection compensation. Al-
though the PhCs used in our experiment are commercially available,
researchers in chemistry and molecular science are working on syn-
thesizing high contrast (>30:1) and high speed (several milliseconds)
PhCs for holographic data storage and/or real-time 3D holographic
displays [1, 20]. We believe that there will be a better material
whose displayable minimum reflectance is much smaller than the cur-
rent technology, which will improve the inter-reflection compensation
performance.



Each iteration process took about 1 second in the optimization pro-
cess (see 4.1). Therefore, the proposed method works only for pre-
rendered movies. The bottleneck of the process is the computation of
Eq. 12, which represents the forward radiosity process. We can speed
up this process by applying a real-time global illumination algorithm
such as [16] to display interactive VR contents on our proposed sys-
tem.

6 CONCLUSION

In this paper, we have proposed an inter-reflection compensation tech-
nique for immersive projection displays, in which we spatially mod-
ulate the screen reflectance pattern to improve the compensation per-
formance of conventional methods. Through simulation and physical
experiments, we have confirmed that the combination of reflectance
pattern modulation and a conventional inter-reflection compensation
technique can enhance the compensation performance compared to
the projector compensation technique. We can display images on var-
ious concave screens with MSEs half that of a conventional method
on average. We believe that this research shows a promising appli-
cation field to chemistry and molecular science researchers, and we
hope to stimulate further development of better PhCs to decrease the
displayable minimum reflectance. In future, we plan to increase the
size of the system by applying a professional PhC printer and UV pro-
jector to develop a real scale immersive projection system.
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