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Geometric Registration in Projection Mapping
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Abstract—We propose a visual marker embedding method for the pose estimation of a projection surface to correctly map projected
images onto the surface. Assuming that the surface is fabricated by a full-color or multi-material three-dimensional (3D) printer, we
propose to automatically embed visual markers on the surface with mechanical accuracy. The appearance of the marker is designed
such that the marker is detected by infrared cameras even when printed on a non-planar surface while its appearance can be
diminished by the projection to be as imperceptible as possible to human observers. The marker placement is optimized using a
genetic algorithm to maximize the number of valid viewpoints from which the pose of the object can be estimated correctly using a
stereo camera system. We also propose a radiometric compensation technique to quickly diminish the marker appearance.
Experimental results confirm that the pose of projection objects are correctly estimated while the appearance of the markers was
diminished to an imperceptible level. At the same time, we confirmed the limitations of the current method; only one object can be
handled, and pose estimation is not performed at interactive frame rates. Finally, we demonstrate the proposed technique to show that
it works successfully for various surface shapes and target textures.

Index Terms—Digital fabrication, spatial augmented reality, projection mapping, diminished reality, marker-based tracking.
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1 INTRODUCTION

D IGITAL fabrication is an emerging technology that has
drastically changed many fields such as industrial design,

medicine, and education. For example, in the industrial design
field, a three-dimensional (3D) prototype with a complex shape
and various materials and colors can be printed using a 3D printer
once it has been designed on a computer. 3D printers are also
useful in surgery planning where doctors can discuss the surgery
using printed versions of the organs to be operated on, or in
science class, where students can learn about natural phenomena
in 3D. While such 3D printers shorten the prototyping process
significantly, it still takes several hours to print even a small (e.g.,
10×10 cm) object. In addition, the materials and color spaces of
such state-of-the-art 3D printing technologies are limited. In the
medical and education fields, a 3D object with a moving texture
would be an ideal visualization tool to understand a surgery site or
learn 3D phenomena. However, the texture of a 3D printed object
is static, i.e., it cannot be changed dynamically.

Spatial augmented reality (SAR), or projection mapping, al-
lows us to immediately alter the surface appearance of a physical
3D object using projected imagery [1]. Recent advancements in
SAR technologies have made it possible to control the color and
texture of a 3D object’s surface, visually change its shape, and
modify its apparent material properties (i.e., BRDF) [2], [3], [4].
Therefore, we believe that the disadvantages of digital fabrication
described above can be compensated for by SAR. Integrating SAR
with digital fabrication can enhance the prototyping process such
that the color, texture, shape, and material of a mockup fabricated
by a 3D printer can be modified directly by projection without re-
fabrication in the industrial design field. We envision a prototyping
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scheme whereby a product designer can assess their idea in such a
way that a mockup is printed using a 3D printer and placed directly
in front of a projector in an arbitrary location at an arbitrary
pose, and its appearance can be modified freely by projection.
This scheme would also dramatically change both the medical and
educational fields.

We choose SAR rather than other augmented reality (AR)
approaches (i.e., video/optical see-through AR) for the following
reasons. First, we assume application scenarios where only the
surface appearance of printed objects is modified and stereoscopic
renderings are not necessary. In such cases, SAR generally pro-
vides a better visual experience than other AR approaches because
there is no vergence-accommodation conflict in SAR. Second,
SAR provides an environment in which multiple people can view
augmented objects without holding/wearing any special equipment
such as head mounted displays or smart phones. We believe such
an environment is suitable for many design/educational/medical
applications where multiple people (e.g., designers, students, and
doctors) generally share objects placed in front of them for a
relatively long time (i.e., more than 10 min). Therefore, we
naturally decided to apply SAR in this research. Note that we
assume that the users do not have frequent touch interactions with
the printed objects in this research. We assume that users use GUIs
to modify the objects appearances with projected images, and
move their viewpoints to see the projected results from different
angles rather than moving the objects by hand.

Our goal is to enhance the usefulness of digital fabrication
using SAR, in particular, to make the surface textures of printed
objects modifiable. Thus, digital fabrication is a key component
of this research. To achieve this goal, we must solve a general but
fundamental issue in SAR, i.e., a projector’s geometric registration
so that it can automatically and accurately map projected images
onto a fabricated object. We must correctly estimate the pose of
the object with respect to the projector to obtain the relationship
between each of the object’s surface points and the corresponding
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Fig. 1. Projection mapping results on fabricated projection objects with embedded markers: (A) bunny-naı̈ve, (B) bunny-covering, and (C) ball-covering
objects. Note that the images were captured using a single-lens reflex (SLR) camera (Canon EOS 550D).

projector pixel illuminating a given point. While various methods
have been developed so far, to the best of our knowledge, none are
suitable for our target usage scenario. Some previous techniques
require user intervention to manually attach markers or sensors to
projection objects [5], [6], [7], [8], [9], [10], [11]. Other methods
achieve registration by matching between the original model of
a mockup and measured information (e.g., camera images or
depth maps), which are not applicable to a set of objects whose
pose cannot be specified uniquely, such as a sphere, cylinder, or
cube [12], [13], [14], [15].

In this paper, we propose a projector geometric registration
technique, specifically for an object fabricated by a 3D printer to
solve the drawbacks of the techniques described above. The basic
idea of the proposed technique is to embed visual markers onto
projection objects. When they are fabricated by 3D printers, the
markers are printed automatically onto objects of any shape with
mechanical accuracy (e.g., 60 µm for a current mid-range fused
deposition modeling (FDM) printer). There are two main technical
issues that should be considered carefully when designing these
fabricated markers. The first issue is marker placement. The 3D
position of each marker is measured by a stereo camera system,
and the pose of the object is estimated from the 3D layout of
the measured positions. Therefore, marker placement should be
determined such that the pose of the object is identified uniquely
when the cameras capture the object from various viewpoints,
where generally only a subset of the markers is observable. We
have developed a computational method for marker placement
that calculates a placement that satisfies the above requirement
and works adaptively according to the object’s shape.

The second issue is marker appearance. Embedded markers
are generally perceivable under projector illumination, as shown in
Fig. 1(A2); therefore, we propose to apply a per-pixel radiometric
compensation technique [16] to diminish the visual appearance of
the markers. However, even with a state-of-the-art compensation
technique [17], it is difficult to diminish marker appearances per-
fectly in most cases due to the limited dynamic range and spatial
resolution of ordinary projectors. For robust marker detection by
cameras, the reflectance of the marker should be low while its
spatial resolution should be high. In contrast, to diminish the
appearance of the marker to an imperceptible level for human

observers, the reflectance should be high for better compensation
while the spatial resolution should be low, which is less salient
for the human visual system. We propose several guidelines for
marker appearance design that balance these trade-offs. Finally, we
evaluate the proposed method in terms of the accuracy of the pose
estimation, position estimation, and imperceptibility performance
using a prototype system and objects fabricated using two types
of 3D printers. Figure 1 shows examples of the captured images
of the fabricated objects and the projection results.

To summarize, this paper provides the following contributions:

• We propose embedding visual markers on a fabricated ob-
ject’s surface using a 3D printer for geometric registration
for SAR.

• We introduce marker designing techniques to determine
the placement and appearance of markers so that we can
estimate the pose of the object robustly while diminishing
the appearance of the markers to an imperceptible level.

• We construct a prototype system and evaluate the feasi-
bility of the proposed method using objects fabricated by
different types of 3D printers.

2 RELATED WORK

Various techniques for automatic geometric correction of projected
images have been proposed to date. For a static projection object,
accurate but time-consuming methods have been applied, such
as a manual registration approach whereby virtual cross hairs
are moved manually to known positions on the object [2] and a
structured light pattern projection approach whereby the shape of
the object and the projector’s intrinsic and extrinsic parameters are
estimated from captured patterns [18]. However, we assume that
users change the pose of a projection object to assess the projected
results from different perspectives. Several techniques that can
handle such situations have been proposed. Such techniques gen-
erally fall into two categories, i.e., markerless and marker-based
techniques.

Markerless methods estimate the six degrees-of-freedom
(6DOF) pose of a projection object by matching its original
model and measured information, such as color [12], [19], infrared
(IR) [13], and depth images [14], [20]. However, it is obvious
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that such markerless techniques cannot be applied to situations
where projection surfaces have either invariant structures (e.g.,
flat, cylindrical, and spherical surfaces) or periodic shapes (e.g.,
wavy surfaces) because in such situations the 6DOF pose of the
projection surfaces cannot be estimated uniquely. Invariant objects
are not rare; they include products for daily use (e.g., cups, dishes,
tubes for toothpaste or paint, cylindrical containers for cosmetics
such as powder, lamp shades, vases, and bottles), electric devices
(e.g., remote controllers and smart phones), and educational tools
(e.g., globes and other planet models should be displayed on a
sphere object). The unique pose estimation is necessary to cor-
rectly augment these objects. Another type of markerless method
was proposed by Sueishi et al. [15]. Their method uses a high-
speed camera (1,000 fps) to track the movement of a projection
object and galvanometer mirrors to quickly direct the projected
image onto the object. The tracking is extremely fast and accurate;
however, the projection objects are limited to simple shapes (e.g.,
flat and spherical surfaces), and this approach cannot estimate the
pose of the objects, which is required for our target scenario.

Several marker-based approaches have also been proposed.
A pioneering work attached a magnetic tracker to a projection
object to track its pose [5]. Visual markers have been also applied
to estimate the 6DOF pose of a projection object. The applied
markers include 2D patterns, such as the ARToolkit marker [6],
[7], natural image markers [8], and motion capture retroreflec-
tive markers [9], [10]. These marker-based methods solve the
limitations of the markerless methods, i.e., they can estimate the
6DOF pose of objects of any shape. However, especially for a
3D projection object, user intervention is required to attach the
markers. Furthermore, an additional geometric calibration must
be performed to determine where the markers are attached to the
object’s surface.

The proposed technique is categorized as a marker-based
method. We solve the manual marker installation problem by
embedding markers directly onto an object using a 3D printer.
However, under projection, the markers are visually salient on
the object; consequently, the image quality of the projected result
is degraded. Therefore, the appearance of the markers must be
visually diminished. For video see-through AR, this has been
well investigated as diminished reality (DR) [21], [22], [23]. In
contrast, significantly fewer studies into DR have been conducted
specifically for SAR because of its technological difficulty, i.e.,
it is difficult to completely diminish a real surface by projection
because of the limited dynamic range and spatial resolution of
a projector. Inami et al. avoided this problem by applying a
retroreflective material as the projection surface [24]. Iwai et al.
showed that they could achieve better results in making physi-
cal books visually transparent using a radiometric compensation
technique [25]. Therefore, we attempt to visually conceal the
embedded markers by applying a modified version of a previously
proposed radiometric compensation technique [26]. One might
think that we should use IR ink, which is invisible to human
observers but detectable by an IR camera [27], rather than di-
minishing the markers by projection. However, to the best of our
knowledge, there is currently no commercially available 3D printer
that can print textures on the surface of a fabricated object with IR
ink. Furthermore, generally, such ink is not completely invisible
to a human observer.

Fig. 2. Overview of the proposed system. The red and orange arrows
indicate the IR and visible light rays, respectively.

3 PROPOSED METHOD

Here, we describe the proposed method. First, we give an overview
of the proposed method, including the system and process flow
(Section 3.1). We then explain the core of our proposal, i.e., the
fabricated marker design (Section 3.2). Finally, we describe the
pose estimation method (Section 3.3) and radiometric compensa-
tion technique (Section 3.4).

3.1 Overview
Figure 2 shows an overview of the proposed system, which
consists of an IR stereo camera system to estimate the 6DOF
pose of a projection object, an RGB camera for radiometric
compensation, and a projector. We employ IR cameras to avoid
interference from the projected images. The RGB camera and
projector are positioned to be optically coaxial using a beam
splitter to obtain pixel correspondences independently from the
distance to the projection surface.

The proposed method consists of both offline and online
processes. In the offline process, we embed visual markers on the
3D model of a projection object and print it using a full-color or
multi-material 3D printer. Note that the stereo cameras and RGB
camera must be calibrated geometrically to obtain the intrinsic
and extrinsic parameters using Zhang’s method with a checker
board [28]. In addition, pixel correspondences between the RGB
camera and the projector also must be obtained. As described
above, the correspondences do not vary according to the distance
from the lenses because of the coaxial setup. The offline process
must be performed once in advance unless any components in the
system are changed. In the online process, geometric registration
and per-pixel radiometric compensation are performed. First, we
estimate the 6DOF pose of a projection object according to the
measured 3D positions of the visual markers on the object using
the stereo cameras. Radiometric compensation is then performed
using the RGB camera to generate a projection image so that
the desired colors are displayed while visually diminishing the
markers.

3.2 Marker Design
We propose a unique visual marker design for SAR applications
assuming that both projection object and markers are fabricated
by a 3D printer. In particular, we consider two technical issues,
i.e., marker appearance (Section 3.2.1) and marker placement
(Section 3.2.2).
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Fig. 3. Proposed marker appearance techniques. The thin layer is
opaque (transparent) in the visible (IR) light spectra.

3.2.1 Marker appearance
Generally, embedded markers are perceivable under projector
illumination; therefore, we apply a modified version of a per-pixel
radiometric compensation technique [26] to visually diminish the
markers (Section 3.4). However, it is difficult to diminish marker
appearance perfectly in most cases due to the limited dynamic
range and spatial resolution of standard projectors. We propose a
guideline for designing a marker appearance so that it is robustly
and accurately detectable by the stereo cameras while being
diminishable by radiometric compensation.

To estimate the 6DOF pose of a projection object, we use the
3D positions of the markers’ centers (Section 3.2.2). Therefore,
we design the shape of a marker so that its center can be detected
even when it is printed on a non-planar surface (Fig. 3). We apply a
checker corner for the center of the marker, which can be detected
at sub-pixel accuracy regardless of the shape of the printed surface.
We also apply a ring shaped frame to increase robustness against
image noise; we regard a corner as the center of a marker only
when it is inside the frame. This topological relationship is not
easily changed, even when the marker is deformed. Note that
no identity information is embedded into the proposed marker,
whereas such information is typically embedded into other AR
markers. This decision was made to avoid a complex marker
appearance. Markers with a complex appearance are not detected
robustly in the captured images because the markers are typically
deformed or even partially occluded on non-planar surfaces. After
detecting the marker center with the stereo cameras, we measure
the 3D position of the marker using a normal stereo measurement
technique.

We determine the reflectance of the marker by balancing
the tradeoff between detectability for the stereo cameras and
diminishability using radiometric compensation. On one hand,
the contrast between the marker and the background (a white
projection surface) should be as high as possible in the near IR
spectral band so that the stereo cameras can detect the marker
successfully. On the other hand, contrast should be as low as
possible to obtain better diminishing performance in the visible
spectrum by radiometric compensation. We empirically determine
the reflectance as follows. We fabricate a flat surface onto which
small blobs with different reflectance are embedded. We then
check each blob to determine if it can be detected by the IR
cameras and can be visually diminished by projection. We then
determine the highest reflectance value that satisfies both of the
above requirements as the marker reflectance. We refer to this
marker appearance technique as the naı̈ve methodx (Fig. 3(a)).

To further improve in radiometric compensation performance,
we propose the following additional ideas depending on the em-
ployed printing technologies. Note that we apply 3D printers that

can print an object with different reflectance values. For printers
that can output nearly full-color representations, such as inkjet-
based full-color (e.g., ProJet CJP 660Pro) and multi-material (e.g.,
Objet260 Connex3) printers, we apply a low-pass filter (Gaussian
filter) to a marker image to blur the edges of the marker (Fig. 3(b)).
The window size of the filter is determined to be as large as
possible, while the center of the marker can be detected by the IR
cameras from the expected measurement distance. We refer to this
type of marker appearance technique as smoothing. Note that an
actual projected pixel is not an infinitesimal dot. Therefore, when
a pixel is projected onto an edge, it generally illuminates both the
marker and the surrounding background areas. Consequently, the
edge of the marker is still visible even if radiometric compensation
is applied. The edge is perceptually conspicuous because of the
Mach bands effect [29]; thus, we believe that smoothing the
marker edges significantly improves the perceived image quality
of the marker visual diminishment.

For printers that can output an object with multiple reflectance
values but not gradational representation, such as dual extrusion
FDM printers (e.g., AW3D HD2X), we cannot apply the low-
pass filtering method. Instead, leveraging the difference of the
transmittance properties between visible and near IR lights, we
propose to cover a projection object uniformly with a thin layer of
the material of the background (Fig. 3(c)). We refer to this marker
appearance technique as covering. The transmittance of IR light
is generally higher than that of visible light; thus, the markers
are still visible to the IR cameras. However, visible light scatters
significantly in this thin layer, which makes the contrast of the
marker to the background much smaller and smooths the edge of
the marker. Consequently, we believe that this method improves
the perceived image quality of the marker visual diminishment
significantly.

3.2.2 Marker placement
The 3D position of the central corner of each marker is measured
by a stereo camera system, and the 6DOF pose of a projection
object is estimated from the 3D layout of the measured positions.
Therefore, the marker placement should be determined such that
the pose of the object is uniquely identifiable from various view-
points where generally only a subset of markers is observable
by the stereo cameras. We propose a marker placement method
whereby placement is computed to satisfy the above requirement
depending on the shape of the object. Note that we consider the
placement to include both the locations and sizes of the embedded
markers.

The proposed method optimizes the number, locations, and
sizes of the markers, assuming that the number of markers M
is predefined by the user. We use a genetic algorithm (GA) to
search for the optimal solution that maximizes the number of valid
viewpoints, which is computed as follows. First, we generate a 3D
computer graphics model of the projection surface onto which
the markers are mapped as a texture. We then render two sets of
images of this model using virtual stereo cameras whose centroid
is set at a given viewpoint. Then, we consider this viewpoint as
valid if the 6DOF pose of the model is estimated accurately from
the generated images using a technique described in Section 3.3.
We repeat this process for various predefined viewpoints and count
the number of valid viewpoints.

We apply the minimal generation gap model [30] for our
GA implementation because it gives a globally optimum solu-
tion. Suppose that the location vm and size sm of each marker
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m (= 1,2, . . . ,M) on the projection surface represents a gene,
where an individual solution comprises these genes, i.e., S =
(s1, . . . ,sM,v1, . . . ,vM). During initialization, we generate a pop-
ulation that comprises Nseed individual solutions by randomly se-
lecting the sizes and locations of the markers. Then, the following
process is repeated Nloop times. Two parent solutions are selected
randomly from the existing population. Crossover and mutation
are applied to the selected parents N f amily times to generate
2N f amily child solutions. In the mutation process, the number of
genes is randomly increased or decreased within a predefined
range. We choose two solutions that provide the highest and next-
highest numbers of valid viewpoints from the parent and child
solutions (i.e., 2+2N f amily solutions). A new population is created
with the chosen solutions by replacing the parent solutions. After
Nloop repetitions, we select the best solution as the optimal marker
placement.

A prior work [31] also considers optimal marker layout design
for an optical motion tracking system, in which retroreflective
markers are attached on rigid body targets. It chooses the marker
positions such that the pair-wise marker distances across all targets
are not identical. In contrast, as described in this section, our
proposed algorithm considers not only the uniqueness of the inter-
marker distance but also the marker visibility. In the biomedical
research field, optical marker placement is also regarded as an
important technological issue. In particular, hadrontherapy re-
quires the occurrence of geometrical deviations of the real target
(cancer) to be minimized with respect to the treatment plan in each
treatment session. The target position is estimated from an optical
motion tracking system, and thus, the deviation depends on the
marker placement. Altomare et al. showed that the integration of
simulated annealing and pattern search algorithms could provide
better marker placement than a normal GA for this purpose [32].
Investigation of more sophisticated algorithms for our system
would be one direction for future work.

3.3 Estimation of the 6DOF Pose of a Projection Object

We estimate the 6DOF pose of a projection object as follows. First,
we detect the marker center positions in the images captured by
the IR stereo cameras. To accomplish this, we binarize the images,
by which darker regions, such as the circular frame of a marker,
become black. Generally, infrared light sources do not illuminate
the projection surface uniformly; thus, simple binarization with a
single threshold value does not work properly for the raw captured
images. Therefore, we apply a black top-hat transform, which
is a morphological image processing technique, to equalize the
background prior to the binarization process [33]. We then find
closed contours in the binarized image. Finally, we detect the
center of the marker by finding the strongest corner surrounded
by two of the closed contours. After we obtain the marker center
positions in the captured images, we measure their 3D positions
by stereo measurement.

The 6DOF pose of the projection object is estimated from
the correspondences between the 3D positions of the markers
measured by the stereo cameras and those of the original model.
However, the appearances of the markers are the same over
the surface, as described in Section 3.2.1; therefore, we cannot
determine the correspondences directly from the captured images.
Instead, we estimate the correspondences by matching the inter-
marker distances between the measurement and the model using
an approach similar to [31].

Fig. 4. Matching between the model and measured markers. The num-
bers in the tables are not true values because this figure depicts only
the matching process concept.

In the offline process, we compute the distances between all
combinations of markers using the 3D model and store them in
a database (Fig. 4(top)). We denote the distance between model
markers i and j as dmo

i, j (i, j = 1, . . . ,M, i 6= j). In the online
process, we first compute the distances of all combinations of
measured markers, which typically comprise only a subset of the
model’s markers. We denote the distance between two measured
markers as dme

i, j (i, j = 1, . . . ,Mme, i 6= j, Mme ≤ M), where Mme
is the number of measured markers (Fig. 4(bottom)). We then
search for the correspondences such that all distances between
the measured markers are equivalent (or less than a threshold) to
those between the corresponding model’s markers. The threshold
here is set to be slightly smaller than the minimum value of dmo

i, j .
This process is explained as follows. For each measured marker
s, we search for candidates of the corresponding model markers
in the database. Initially, all the model markers are included in
the candidate list of each measured marker s. We exclude model
marker u from the candidate list if at least one of the measured
distances from s (denoted as dme

s,t ) is not equivalent to all the model
distances from u (denoted as dmo

u,v ), i.e., dme
s,∃t 6= dmo

u,∀v. Once this
process is complete for all measured markers, we search for the
correspondences from the candidates in a brute-force manner.

After the correspondences are determined, we estimate the
3D rigid body transformation of the projection object using the
singular value decomposition based method [34], [35].

3.4 Radiometric Compensation

Here, we describe our radiometric compensation method to visu-
ally diminish markers that are generally perceivable under pro-
jector illumination without compensation. In principle, we must
capture the reflected intensity of the projected light to determine
compensation parameters. For a static scene, parameter calibration
is performed in advance, where color patterns are projected and
reflectance values are captured. We assume that the pose of a



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6

projection object is changed interactively by a user; therefore,
we apply a closed-loop approach based on a previously proposed
method [26] that computes the radiometric compensation parame-
ters in an online manner.

Generally, radiometric compensation algorithms compute pro-
jection color PK(x,y), (K =R,G,B) to display target color CK(x,y)
at each pixel (x,y). Note that, without loss of generality, we
omit (x,y) in the following equations because the compensation
works independently of each pixel by assuming a Lambertian
surface. Considering the color mixing between the RGB camera
and projector, the relationship of PK and CK can be expressed as
shown below:

C = A(VP+E) , (1)

where A, V, and E represent the surface reflectance, the color
mixing between the RGB camera and the projector, and the inten-
sity of the environmental light, respectively, which are defined as
follows:

C =

 CR
CG
CB

 ,A =

 AR 0 0
0 AG 0
0 0 AB

 ,E =

 ER
EG
EB

 ,
V =

 VRR VRG VRB
VGR VGG VGB
VBR VBG VBB

 ,P =

 PR
PG
PB

 .
When a target color C is provided, we can compute a color to be
projected P by the following inverse equation:

P = V−1 (A−1C−E
)
. (2)

The previous work [26] proposed a closed-loop algorithm from
this model as follows:

P = V−1
((

A(t−1)
)−1

C−E(t−1)
)
, (3)

A(t)
K =

C(t)
K

CK
A(t−1)

K , (4)

where t represents the time or frame. The color mixing matrix
V is time invariant and calibrated once in the offline process by
projecting five uniformly colored images (i.e., white, black, red,
green, and blue) onto a white surface and capturing them using
the RGB camera. Here the distance between the projector lens and
the white surface is denoted d.

In addition to the previous closed-loop algorithm, we consider
the distance between a surface and the projector lens to reduce
error in the first iteration. The intensity of projected illumination
is physically reduced inversely proportional to the square of the
distance. Therefore, we reformulate Eq. (3) as follows:

P =

(
d(t)

d

)2

V−1
((

A(t−1)
)−1

C−E(t−1)
)
, (5)

where d(t) represents the distance at time t, which can be computed
from the 3D model and the 6DOF pose of the projector. We
implement this radiometric compensation algorithm on a GPU to
speed up the process.

4 EXPERIMENT

We evaluated the proposed method by investigating how accu-
rately the 6DOF pose of a projection object could be estimated
and how well the marker appearamces could be diminished.
We compared the results for all proposed marker appearance
diminishing methods.

Fig. 5. Experimental setup

4.1 Experimental Setup

We conducted a projection experiment using the prototype sys-
tem shown in Fig. 5. The experimental setup employed two
monochrome cameras (Flea 3 U3-12S2M-CS, 1280×960 pixels)
with IR pass filters as the IR stereo cameras, a color camera (Flea
3 U3-13S2C-CS, 1280×960 pixels) as the RGB camera, and a
projector (EB1795W, 1280×800 pixels). The RGB camera and the
projector shared the same optical axis using a beam splitter. Two
IR light sources were placed such that undesirable self-shadows
were not cast onto the projection object. This setup ran on an Intel
Core i7 (2.4 GHz) platform equipped with 64 GB memory and an
NVIDIA Quadro K2200 graphics card.

We fabricated several objects with different shapes and marker
appearances. To demonstrate that the proposed method works
for a rotationally invariant object, we chose a cone-like shape
whose unique pose theoretically cannot be estimated by mark-
erless methods. We fabricated three objects of the same cone
shape onto which markers were embedded using different marker
appearance techniques (i.e., naı̈ve, smoothing, and covering) for
each cone. To demonstrate that the proposed method works for a
more complex object, we also fabricated a Stanford Bunny-shaped
object with two different marker appearance techniques (i.e., naı̈ve
and covering). Specifically, the cone-naı̈ve, cone-smoothing, and
bunny-naı̈ve objects were fabricated using an inkjet-based full-
color 3D printer (ProJet CJP 660Pro). The RGB colors of (255,
255, 255) and (77, 77, 77) were specified as the background and
marker areas of the original textures of these objects, respectively.
The cone-covering and bunny-covering objects were fabricated
using a dual extrusion FDM printer (Airwolf 3D HD2X). A
white filament (Airwolf Platinum Series ABS Filament, White)
was used as the background and thin layer, and a gray filament
(Airwolf Platinum Series ABS Filament, Silver) was applied to the
embedded markers. The size of the bounding boxes of the objects
was 100×100×100 mm for the cone objects and 127×99×126
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Fig. 6. Marker appearances on cone-shaped objects in RGB and IR
images. Note that the visible images were captured using the same SLR
camera used for the images in Fig. 1.

mm for the bunny object. The GA parameters for the marker
placement were Nseed = 1000, N f amily = 500, and Nloop = 3000.
The initial number of markers M was 20, and the number of
markers in the GA ranged between 15 and 25.

Figure 6 shows the fabricated cone objects captured using
both the RGB and IR cameras. We confirmed that the contrast of
the embedded markers with the background of the cone-covering
object was low in the RGB image, and the markers were clearly
visible in the IR image. Figure 1(A1) shows the fabricated bunny-
naı̈ve object. The numbers of markers M were computed to be 17
and 22 for the cones and bunny, respectively.

The pixel correspondences between the projector and the RGB
camera were directly obtained using gray code pattern projection.
The positions of the detected corner points in the captured IR
images were refined at sub-pixel accuracy using the OpenCV
function cornerSubPix [36].

4.2 Evaluation of Pose Estimation

In the marker placement algorithm (Section 3.2.2), the markers
are placed such that the 6DOF pose of the object is estimated
correctly from various viewpoints. We conducted two experiments
to evaluate this algorithm.

In the first evaluation, we measured reprojection error, which
is the 2D Euclidean distance between the measured and estimated
marker positions in one of the IR camera image coordinates.
The latter was computed from the estimated 6DOF pose of the
projection object. Each projection object was placed at 18 different
locations with a roughly fixed orientation, and then placed in a
roughly fixed location with 13 different orientations. In particular,
the location of the object was a center of one of the regular
squares (50 mm) composing a 3×3×2 grid that covered the whole
measurable volume (Fig. 7(a)). The orientations were selected to
include rotations around all three axes. Figure 7(b) shows the
captured IR images of bunny-naı̈ve for all orientations. The other

(a) (b)

Fig. 7. Locations and orientations of the first evaluation of the pose
estimation: (a) 18 locations (the distance between the IR cameras and
the center of grid cell 5 was 500 mm) and (b) captured IR images of
bunny-naı̈ve at 13 orientations.

objects were also placed in the same orientations. The reprojection
error was measured 10 times and averaged for each pose. Figure 8
shows the result. The averaged errors of all poses were 0.9 pixels
(SD: 0.3) for cone-naı̈ve, 0.9 pixels (SD: 0.2) for cone-smoothing,
1.3 pixels (SD: 0.3) for cone-covering, 1.1 pixels (SD: 0.4) for
bunny-naı̈ve, and 1.5 pixels (SD: 0.3) for bunny-covering.

In the second evaluation, we projected cross-hair patterns
whose centers were located at the estimated marker centers
computed by the estimated 6DOF pose of a projection object.
We then manually measured the distances on the surface between
the centers of the projected crosshairs and corresponding printed
markers. Figure 9 shows the projected results. As shown in Fig. 10,
the averaged distances were 0.9 mm (SD: 0.5) for cone-naı̈ve, 1.1
mm (SD: 0.5) for cone-smoothing, 1.1 mm (SD: 0.8) for cone-
covering, 0.8 mm (SD: 0.5) for bunny-naı̈ve, and 1.4 mm (SD:
0.7) for bunny-covering.

These results indicate that the covering technique was slightly
more error prone than the other marker appearance techniques. As
shown in the bottom row of Fig. 6, the centers of the captured
markers on the cone-covering object in the IR images were
too unclear to be detected accurately because of the subsurface
scattering of IR light. Consequently, the estimation accuracy of
the 3D rigid body transformation was degraded for the covering
technique. We also found that the errors were nearly the same
between the results of the cone-naı̈ve and bunny-naı̈ve objects.
Therefore, it was confirmed that the performance of the proposed
marker placement method was not affected by the complexity of
the object’s shape. In summary, considering the distance from the
object to the RGB camera (i.e., approximately 1000 mm), we
believe that the errors were sufficiently small to geometrically
align projection images with perceptually acceptable accuracies
for all marker appearance techniques.

4.3 Evaluation of Marker Visual Diminishment Perfor-
mance

Marker visual diminishment is a crucial part of this research.
The marker visual diminishing performance depends on both
the marker appearance and the radiometric compensation meth-
ods. Therefore, we compared performance under six different
conditions comprising combinations of three marker appearance
methods (i.e., the naı̈ve, smoothing, and covering methods) and
two radiometric compensation techniques (the previous [26] and
proposed techniques). We used the cone-shaped objects as projec-
tion objects and a rainbow texture as the target appearance. In this
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Fig. 8. Reprojection errors.

Fig. 9. Projected cross-hair patterns.

Fig. 10. Averaged distances between the centers of the projected cross-
hairs and corresponding printed markers.

evaluation, each of the projection objects was static in front of the
projector.

Figure 11 shows the series of RGB intensity errors from
the first to fifth iterations of the applied closed-loop radiometric
compensation technique for each experimental condition. The
errors were computed between a projection result and its target
appearance and averaged over the projected surface. Figure 11
includes each combination of marker appearance and radiomet-
ric compensation technique. First, we confirmed that the errors
were reduced to almost the convergence values in the second
iteration under all conditions. Therefore, the marker appearances
could be diminished quickly using the radiometric compensation
techniques. By comparing the results of the previous [26] and
proposed radiometric compensation techniques, we found that the
errors in the first iteration were significantly less with the proposed
technique. Therefore, even immediately after a projection object
is newly placed in front of the system, the proposed technique can
alter the appearance of the object by projection with less visual
disturbance from the markers than the previous technique.

Fig. 11. Averaged intensity errors of RGB channels at each iteration of
the previous [26] and proposed radiometric compensation techniques.
The red, green, and blue lines represent the errors of the R, G, and B
channels, respectively.

Figure 12 shows captured images of the projected results at
the fifteenth iteration with the proposed radiometric compensation
technique. We confirmed that the markers with the covering
appearance were visually diminished perfectly, while those with
the naı̈ve and smoothing appearances were not. Thus, even after
many iterations, the markers were not visually diminished when
the naı̈ve and smoothing appearances were applied.

We also conducted a psychophysical experiment, where par-
ticipants assessed the perceived image qualities of the projected
results. Twelve participants (nine males, three females; 22 to 28
years old) were recruited from a local university. We asked them
to directly observe each of the projected results shown in Fig. 12 at
1.9 m distance from the objects and rate the image quality based on
a 7-point Likert scale (from 1 (markers are not salient) to 7 (mark-
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Fig. 12. Marker diminishing results for cone-shaped objects. The top row
images represent (left) the target image and (right) the images captured
by the system’s RGB camera. The bottom row images were captured by
the same SLR camera used in Fig. 1 to show that the results are similar
to the appearances perceived by human observers.

Fig. 13. Results of psychophysical experiment (**: p < 0.01).

ers are salient)). Figure 13 shows the results. A one-way repeated
measures analysis of variance (ANOVA) revealed a significant
difference between the marker appearance techniques (p < 0.01).
A post-hoc analysis was then performed using Ryan’s method for
pairwise comparison. The results showed statistically significant
differences between the naı̈ve and covering appearances (p< 0.01)
and the smoothing and covering appearances (p < 0.01). These
results confirm that the diminishing performance was affected
significantly by the marker appearance technique and the covering
technique could improve the performance significantly.

4.4 Evaluation of Usability
We conducted another user study to validate the usability of
the proposed technique. In the study, participants were asked to
design a surface appearance for the cone-naı̈ve object. At first, an
experimenter handed over the object to each participant. Then, he
or she placed it in front of the projector of the proposed system at
an arbitrary location within the view volume of the projector with
an arbitrary pose. The surface appearance of the object was then
modified by the projected imagery. The participant could design
the appearance by selecting a texture from five candidates (brick
wall, giraffe, cheetah, checker, and spatially uniform patterns) and
adjusting the specular reflectance parameter using a graphical user
interface displayed on a smartphone. The participant finished the
trial when he or she was satisfied the designed appearance. After
finishing the trial, the participant responded to a questionnaire

Fig. 14. Usability evaluation results (**: p < 0.01).

consisting of four 7-point Likert scale questions regarding the
usability. The questions asked each participant how the following
four issues disturbed his or her design process: (1) misalignment
of the projected textures, (2) marker appearance, (3) delay due to
the object movement, and (4) delay due to the texture change. The
participants used a rating of 1 if the issue was not disturbing at all
and 7 if it was too disturbing to complete the task.

Because our closed-loop radiometric compensation requires a
few frames to converge as shown in Section 4.3, the delay caused
by the compensation might be critical for usability. Therefore, we
conducted the user study under two different conditions: one with
radiometric compensation and the other without compensation.

Twenty participants (seventeen males and three females; 21
to 25 years old) participated from a local university, who were
equally divided into two groups. Ten participants performed the
trial with the radiometric compensation and the others did it
without compensation. The average task completion time was
92.7 and 91.5 s with and without the compensation, respectively.
All the participants moved the object and changed the texture
and specular reflectance parameter multiple times. The averages
and standard deviations of the questionnaire results are shown
in Fig. 14. The participants who performed the study with the
radiometric compensation rated less than 3 on average for all
four issues. Thus, we believe that the usability of the proposed
system is acceptable, at least for this particular design process. In
contrast, those who performed the study without the compensation
rated more than 4 on average for the marker appearance issue.
Therefore, we confirmed that the markers should be visually
canceled even though the radiometric compensation causes some
delays. Note that we performed a paired t-test between the results
with compensation and those without compensation of each issue.
We confirmed that there was a significant difference only between
the results of the marker appearance issue (p <0.01).

5 DISCUSSION

As no identity information is embedded into the markers, the
current approach recognizes the markers based on their positions.
Regarding this approach, we discuss the following three issues
in this paragraph: (1) maker shape, (2) multiple objects handling,
and (3) occlusion. (1) One might think that we can replace the
current complex markers with simple dots to make the overall
process simpler. We tried a random dot marker approach [37]
with simple dot markers, but failed to estimate the correct pose



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 10

of the projection object. This might be mainly because shadows
and shades locally change appearances on a non-planar surface,
and feature points are not detected at the correct positions. An
interesting future work is to try more sophisticated techniques
such as those in [38]. (2) The current technique is not designed
to work with multiple objects. However, a prior work [31] that
takes a similar strategy, i.e., estimates the pose of an object
based on marker positions, can handle more than one object by
applying a graph search algorithm. Because this approach assumes
that all markers are visible to cameras, which is different to our
assumption, we cannot directly apply it. It is also an interesting
future work to investigate how to modify the current method based
on that prior work to handle multiple objects. (3) If the system
cannot detect more than four markers because of occlusion, it fails
to estimate the pose of a projection object. However, as mentioned
in Section 1, we do not assume that users have frequent touch
interactions with the printed objects in this research. That is to
say, we design our system to support appearance design, rather
than interaction design.

The evaluation of the 6DOF estimation (Section 4.2) indicates
that the marker appearance of the covering technique is more
error prone than the other marker appearances. In contrast, the
evaluation of the marker appearance diminishing performance
(Section 4.3) shows that the marker appearances of the naı̈ve
and smoothing techniques were more perceivable to human ob-
servers than the covering technique. Therefore, when applying
the proposed technique, we need to consider the advantages and
disadvantages of each marker appearance technique. For example,
the covering technique would be suitable for many educational
and medical scenarios as well as the earlier stages of design
scenarios where the geometric alignment of the projected imagery
does not need to be perfect. To demonstrate that the covering
technique works correctly for shapes other than the cone, we
printed two objects (a bunny and a ball), as shown in Figs. 1(B)
and 1(C). As shown in the captured images in the figure, we
confirmed that the projection images were registered correctly
while the marker appearances were diminished to an imperceptible
level on these objects. For the later stages of design scenarios,
such as in automotive design, the current technique might not
be suitable because designers want perfect registration and have
a zero-tolerance range for visual artifacts. An interesting future
work would be to integrate more accurate projector calibration
techniques based on structured light pattern projection [39] and
the extended depth-of-field projection technique [40] into the
proposed technique to significantly improve the projected results.

The estimation accuracy was not affected by the complexity
of the projection object. However, our marker requires a certain
area of relatively flat surface to be detected robustly from various
viewpoints; thus, the proposed method might not be useful for an
object whose surface shape varies more frequently and with more
complexity than the bunny-shaped object. Previous markerless
geometric correction methods [12], [14] work well for such
complex objects; however, they cannot deal with simple objects,
as discussed in Section 2. Therefore, future work could be to
investigate the effectiveness of a combination of the proposed
method and previous markerless techniques for a general object
consisting of both simple and complex shapes.

Our current system consists of three components, i.e., a projec-
tor, an RGB camera, and IR cameras. Although these components
are all necessary to realize geometric correction and radiometric
compensation (see [41]), it makes the entire system cumbersome

to use and may easily introduce errors due to occlusion. Decreas-
ing the number of system components is also one of our important
future tasks.

6 CONCLUSION

This paper has presented a visual marker embedding method
for the pose estimation of a projection surface to correctly map
projected images onto the surface. Assuming that the surface
is fabricated by a full-color or multi-material 3D printer, we
proposed automatically embedding visual markers on the surface
at mechanical accuracy. The appearance of the markers was
designed so that the marker is detected by infrared cameras even
when printed on a non-planar surface while its appearance is
diminishable by projections to be as imperceptible as possible for
human observes. The marker positions, sizes, and number were
computed using a GA to maximize the number of valid viewpoints
from which the pose of the object can be estimated correctly using
a stereo camera system. We have also proposed a radiometric com-
pensation technique to diminish the marker appearances quickly
by extending a previous method. Through our experiments, we
have confirmed that the pose of the projection objects could be
estimated with accuracy while the markers were diminished to
an imperceptible level, and we found that the covering method
provided the best marker appearance. We also confirmed that
the proposed radiometric compensation technique provided better
marker diminishing performance than the previous technique,
especially at the first iteration of the closed-loop process. Finally,
we demonstrated the proposed technique to show that it works
successfully for various surface shapes and target textures.
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