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Abstract—This paper presents a novel projected pixel localization principle for online geometric registration in dynamic projection mapping applications. We propose applying a time measurement of a laser projector raster-scanning beam using a photosensor to estimate its position while the projector displays meaningful visual information to human observers. Based on this principle, we develop two types of position estimation techniques. One estimates the position of a projected beam when it directly illuminates a photosensor. The other localizes a beam by measuring the reflection from a retro-reflective marker with the photosensor placed in the optical path of the projector. We conduct system evaluations using prototypes to validate this method as well as to confirm the applicability of our principle. In addition, we discuss the technical limitations of the prototypes based on the evaluation results. Finally, we build several dynamic projection mapping applications to demonstrate the feasibility of our principle.

Index Terms—Dynamic projection mapping, spatial augmented reality, laser projector, light pen, geometric registration.

1 INTRODUCTION

Dynamic projection mapping (PM), or spatial augmented reality (AR), is a technology that controls the appearance of an arbitrarily shaped surface by projecting computer-generated images onto it while the surface and/or projector is moving [7, 8, 11, 36, 40]. Even though multiple systems have been proposed, the projectors applied in the majority of these prior systems, such as DLP (digital light processing) and LCD (liquid crystal display), are not suitable in some dynamic PM applications. In these projectors, a light ray from a light source is spatially modulated on a SLM (spatial light modulator) and then projected through an objective lens. To increase the brightness of the projected imagery, the aperture of the projector is normally designed to be large, which consequently leads to a narrow depth-of-field (DOF). A projection surface is expected to move over a wide area range in a dynamic PM scenario; however, conventional projectors cannot project sharp images over such wide areas. Previously developed defocus blur compensation or DOF extension techniques can improve this situation but only to a limited extent [12, 22, 35]. Conversely, in theory, a laser projector has an infinite DOF [17] and therefore is suitable for dynamic PM [19]. In a dynamic PM system with a laser projector, it is inevitable to assume a situation where the distance between the projector and the surface varies significantly. Therefore, we need to geometrically register the projector so that the pixel alignment on the surface is consistently accurate with respect to the distance.

In this paper, we propose the novel geometric registration approach of a laser projector for dynamic PM. Our approach is an extension of the principle of the light pen [3]. The light pen, in which a photosensor is embedded, can measure its position on a CRT (cathode ray tube) screen at each frame while displaying meaningful image content. The pen detects changes in the brightness of nearby screen pixels when the CRT electron beam scans across them and communicates the timing of this event to the computer. Because a CRT scans the entire screen one pixel at a time, the computer can estimate the pen’s position from the latest timestamp. The image forming mechanism of the laser projector is also based on raster scanning. A MEMS (Micro-Electro-Mechanical Systems) mirror adjusts the direction of a projected beam, and the color of each projector pixel is controlled by modulating the laser diode intensities of different primary colors. Leveraging this mechanism at each frame, we measure the time when a projected beam scanning over a projection surface hits a photosensor that is, for example, embedded in the surface. The time information is then used to estimate the position of the beam in the projector’s screen coordinate system when it illuminates the sensor. Because the time information is invariant to the distance from the projector to the sensor, this method does not depend on the distance and therefore meets the requirement for dynamic PM.
described in the previous paragraph. This principle allows us to measure the position of a photosensor in each frame while projecting meaningful image content and, therefore, is referred to here as Simultaneous Projection And Positioning (SPAP).

Based on the SPAP principle, we develop two types of geometric registration methods. One estimates the position of a projected beam when it directly illuminates the photosensor. The other localizes a beam that is reflected from a retro-reflective marker by placing the photosensor in the optical path of the projector. We implement prototype systems of these two methods (Figure 1(left) shows a system with the former method) and investigate their geometric registration performances by evaluating the estimation accuracies. The estimation errors are measured by varying the distance from the laser projector to the photosensor or a retro-reflective marker, the projected light intensity, and other critical factors. Finally, we implement various dynamic PM applications to show the feasibility of our techniques. They include a projector-based texture mapping for a moving 3D surface (Figure 1(right)), a magic lens, a warehouse management application with the former method) and investigate their geometric registration can be achieved by applying an external sensor to measure the six degrees of freedom (DOF) poses of a surface relative to a projector and geometrically transform the original projection textures to align with the surface based on the pose information. Even though this earliest study uses a magnetic tracking sensor to measure the pose, the majority of previous studies have applied either computer vision- or photosensor-based tracking technologies, which roughly fall into two categories: pose estimation and code projection approaches.

2 Related Work

Following the pioneering work [11], geometric registration techniques for dynamic PM have been widely studied. Online geometric registration can be achieved by applying an external sensor to measure the six degrees of freedom (DOF) poses of a surface relative to a projector and geometrically transform the original projection textures to align with the surface based on the pose information. Even though this earliest study uses a magnetic tracking sensor to measure the pose, the majority of previous studies have applied either computer vision- or photosensor-based tracking technologies, which roughly fall into two categories: pose estimation and code projection approaches.

2.1 The pose estimation approach

As other types of AR systems (e.g., video see-through and optical see-through) [27], dynamic PM has also applied marker-based tracking technologies. Several studies have attached printed 2D markers onto planar projection surfaces, and have estimated poses from captured images using nearly the same technique as in typical video see-through AR [26, 40]. Other studies have applied the principle of a motion capturing system [5, 7, 8, 33]. These studies attached multiple markers to a non-planar rigid surface, applied multiple cameras to measure the markers’ 3D positions using stereo reconstruction techniques, and estimated the pose of the surface from the measured information. Marker-less techniques have also been investigated. Zheng et al. provides a general model-based approach that iteratively optimizes the pose of the projected image to minimize the 2D image differences between the captured (real) and expected (simulated) appearances of the projected surface [47]. Instead of using the entire image, other works estimate the pose of the surface by comparing discrete features detected in the captured and expected appearances [25, 41]. Leveraging recent tremendous advancements in depth imaging, Siegl et al. used a RGB-D camera to estimate the pose of a projection surface employing a projective iterated closest point (ICP) algorithm [42].

A projector can be geometrically calibrated using a camera calibration technique [46] due to the optical duality in these devices. However, projectors cannot directly measure fiducial calibration markers, and therefore, a camera is needed to acquire the correspondences between the projected pixels and markers [10, 45]. The increment of the number of system components generally leads to an accumulation of calibration errors. Therefore, such geometric calibration methods are inherently error-prone. Furthermore, as indicated in [45], accurate registration is achieved only when a projection surface is located in an area where the calibration is performed (e.g., where the markers are placed). However, as described in Section 1, a laser projector has an infinite DOF and, therefore, always displays sharp images on a surface, even outside the area where the calibration is conducted, which leads to significant misalignments of the projected imagery.

A coaxial projector-camera system (ProCams) relaxes this constraint. Because the projector and camera are optically identical in a coaxial ProCams, the pixel correspondences between the devices are consistent even when the distance between the projector and the surface is changed [6, 23]. It has been demonstrated that the coaxial setup can register projected textures with respect to even a non-rigid, deformable surface [13, 36, 37]. However, cameras generally have limited DOFs, which constrains the area where user interactions are available.

2.2 The code projection approach

Another geometric registration approach is spatiotemporal pattern projection. A series of patterns encode the position of each pixel in the projector’s screen coordinate system as binary codes (e.g., grayscale). Therefore, this approach directly acquires the position by decoding the series of projected patterns, which are measured either by photosensors or cameras. Lee et al. and Raskar et al. embedded photosensors in a projection surface to measure the grayscale patterns projected onto them [30, 38, 43]. The decoded information could then be used to transform projection textures to align with the surface. Camera-based techniques capture projected patterns reflected on a projection surface and directly determine the correspondences of the projector pixels and the surface points [16, 49]. This approach achieves more accurate registration than the pose estimation approach because geometric calibration to know the relationship between different coordinate systems, which is generally error-prone as described above, is not necessary. However, it is not suitable for dynamic PM because the surface and/or the projector cannot move while multiple patterns are being projected frame by frame. Furthermore, the patterns must be projected again if the surface or the projector moves. For example, a usual XGA (1024 × 768 pixels) projector requires 20 patterns (≈ 10 + 10 bits) to be projected. Therefore, these systems cannot continually register the projector with a moving surface at an interactive rate.

To track the surface, Lee et al. proposed reducing the number of required grayscale patterns in their photosensor-based system [31]. This method projects grayscale patterns in only a small area around each photosensor, and therefore only a small number of patterns are sufficient. Consequently, this system can track a surface moving at a slow speed. Zhou et al. embedded a unique temporal code in the mirror flip pattern of each pixel of a DLP (digital light processing) projector, which is detected by a photosensor [48]. Because each mirror flips at thousands of hertz, the code is imperceptible to human observers. Even though this technique can align projected textures with moving surfaces, it requires expensive, custom hardware setups (DLP Discovery Kit and a high-performance FPGA). In another study, a more affordable programmable high frame-rate projector (DLP LightCrafter) projected grayscale patterns to estimate the positions and orientations of small robots in which photosensors were embedded [29]. Raskar
et al. built cost efficient high-speed binary code projectors to measure the position of photosensors [39]. Kodera et al. showed that smaller number of gradient patterns than that of graycode were sufficient for the photosensor positioning [28]. However, these systems do not display meaningful images for human observers.

2.3 Our approach
Our approach is fundamentally different from those previously described. Leveraging the raster scanning mechanism of a laser projector, we extend the touch position estimation principle of a light pen to estimate a projected pixel position by measuring the time when this pixel hits a photosensor. Our approach has the following advantages. First, it does not require error-prone extrinsic calibrations between the projector and the photosensors. Second, the geometric registration is consistently accurate with respect to the distance between the projector and a surface. Third, the registration is performed at each frame and therefore keeps registering the projector with the surface, even when they move. Fourth, it can be implemented with simple and inexpensive hardware setups. Finally, our technique can estimate the position of the projected beam while displaying meaningful visual information to human observers.

3 Simultaneous Projection and Positioning

To geometrically register a laser projector, we apply a time measurement of a projected beam using a photosensor. This section describes two types of registration techniques. The first one, referred to here as the direct method, estimates the position of the projected beam from the time when it directly illuminates on the photosensor. The second one, referred to as reflection method, estimates the position of the beam reflected back from a retro-reflective marker from the time measurement by placing the photosensor in the optical path of the projector.

In a laser projector, RGB beams are emitted from laser diodes, which are combined with beam combiners or prisms. The combined laser beam is then reflected on a two-axis scanning MEMS mirror and draws a 2D image on a surface based on the raster scanning principle (Figure 2). The horizontal scanning motion of the MEMS mirror is created by running the horizontal axis at its resonant frequency (e.g., 18 KHz [17]). The scan velocity varies sinusoidally with position. The vertical scan velocity varies sinusoidally with position. The vertical scan velocity varies sinusoidally with position. Therefore, we use the median values (denoted as $\bar{\tau}$) to compute the ratio. Suppose the ratio is $d = \bar{\tau}_r / \bar{\tau}_l$, the horizontal positions ($x(t)$ and $y(t)$, respectively) as follows:

$$x(t) = A \cos(2\pi ft - \phi) + c,$$

$$y(t) = v(t - p), \quad (2)$$

where $A$, $f$, $\phi$, and $c$ represent the amplitude, frequency, phase, and central position of the horizontal sinusoidal wave, respectively, and $v$ and $p$ represent the vertical velocity of the top-to-bottom movement and the time offset, respectively. In each frame, the time $t$ is reset (i.e., $t = 0$) in synchronization with the V-Sync signal of the projector.

3.1 The direct method

In the direct method, photosensors are embedded in the projection surfaces. For the projected beam measurement, we developed a sensor node that consists of a photosensor, a low performance microcontroller, a battery, an amplifying circuit, and other electronic circuit modules. Each node converts the output current from the photosensor to a voltage, amplifies it, and sends the amplified voltage data to a host node.

3.1.1 Single projection system

Suppose a situation where we place a photosensor in the field of view (FOV) of a laser projector that projects a spatially uniform color as shown in Figure 3. Because the light receiving section of the sensor is, in general, not infinitesimally small, the sensor detects the beam several times during each frame. As shown in Figure 3, the output signal of the sensor in a frame consists of multiple pulses indicating that the projected beam passes across different portions of the light receiving section.

For the horizontal position estimation, we do not directly use the time from the V-Sync until a pulse. Instead, focusing on three adjacent pulses, we use the ratio of the time between the first and second pulses to that between the second and third pulses (Figure 3). We find that this strategy provides better estimation results because it is not susceptible or sensitive to a fluctuation of $f$ due to a disturbance such as a deviation in the heat inside the projector and the environmental magnetic field [17]. Note that this method is simple enough to work at an interactive rate (60 Hz) on a sensor node controlled by a low performance microcontroller.

The detailed process for this method is as follows. We denote the time spent scanning back and forth on the left (or right) side of the sensor as $\tau_l$ (or $\tau_r$). Because a single sensor measures multiple pulses in each frame, as mentioned above, multiple $\tau_l$ and $\tau_r$ values are obtained. Therefore, we use the median values (denoted as $\bar{\tau}_l$ and $\bar{\tau}_r$, respectively) to compute the ratio. Suppose the ratio is $d = \bar{\tau}_r / \bar{\tau}_l$, the horizontal
where \( i \) we directly use the time \( t \) of the current frame. We can determine that the first pulse is caused from it. Then, from the H-Drc information, we can check whether a projected beam hitting the sensor to the left or right caused the first pulse. If it is to the left, we assign the label \( l_i \) to the first pulse. Otherwise, \( r_j \) is assigned. Then, we repeatedly assign the same label \( l_i \) (or \( r_j \)) to pulses that are \( T_l \) from the previous pulse labeled as \( l_i \) (or \( r_j \)). Once this process is completed, we repeat this process for the rest of the pulses and assign \( r_1 \) (or \( l_1 \)) to the pulses that are caused by the same beam (i.e., pulse interval is \( T_l \) hitting from the other direction. Next, we change our focus from projector \( i \) to \( j \) (\( j \neq i \)) and repeat the same processes with \( T_r \) for the rest of the pulses assigning \( l_1 \) or \( r_j \) to them. Finally, we can compute \( t_1 \) and \( t_2 \) for each projector from the clustered pulses.

This method works well, except in a case where \( T_l = T_r \). In this case, it is not guaranteed that pulses belonging to \( l_1 \) and \( r_1 \) are caused by the beams of projector 1 and vice versa. To solve this problem, we use the previous estimated positions, \( [\hat{x}_1(t-1) \hat{y}_1(t-1)] \) and \( [\hat{x}_2(t-1) \hat{y}_2(t-1)] \). In particular, we compute four sensor positions, \( [ \hat{x}_k(t) \hat{y}_k(t) ] \), using the pulses belonging to \( l_1 \) and \( r_1 \), \( l_2 \) and \( r_2 \), \( l_3 \) and \( r_1 \), and \( l_2 \) and \( r_2 \), respectively. Then, for each projector, the sensor position in the current frame is determined by choosing one of the four positions so that the Euclidean distance between the previous and current positions are the closest. Failures still occur when \( T_l = T_r \) and the sensor positions in the screen coordinate systems of the two projectors are very close. However, even this critical situation, which is very rare, does not last long because the period \( T_r \) fluctuates over time as mentioned above.

### 3.2 Reflection method

The direct method relies on sensor nodes connected to a host node. Conversely, the reflection method is a stand-alone approach that does not require the embedding of any sensors in the surfaces; rather, it requires that only a single sensor be embedded in the laser projector. Instead of photosensor-based markers, the reflection method applies retro-reflective markers. When a projected beam illuminates the retro-reflective markers, most of the reflected light returns to the projector along the same path of the incident beam. Conversely, when the beam is projected onto the other regions whose reflectance properties are not retro-reflective, only a small fraction of the reflected light returns. Therefore, if a photosensor is placed in the projector’s optical path as shown in Figure 5(a), its output shows significantly higher values only when the beam illuminates a retro-reflective marker.

The reflection measurement of a raster scanned beam using a photosensor has been applied to a barcode reader [1], a flying-spot scanner [2], and a range finder [4, 34]. Other studies worked on displaying meaningful images with a single color for human observers, while measuring the reflection of a projected beam [15, 24]. Compared to these prior works, our method realizes the reflection measurement while displaying full color images.

Consider a 2D image with the same spatial resolution as the projector. Each pixel value is determined by the photosensor’s output signal, which is measured when a projector pixel of the same position is projected. In each frame, this process generates an image, referred to here as a reflection image, which is the equivalent of an image captured by a camera with the projector’s FOV (Figure 5(b)). The reflection image shows the retro-reflective markers in a manner similar to a motion capture camera consisting of an IR camera and an IR LED.
array ring attached around its lens. Because the reflection image can be processed as a normal camera image, any computer vision algorithm can be applied without modifications. The scalability of this method is high because it only requires attaching widely used retro-reflective markers on surfaces. A projection system of this method currently needs to be connected to a normal PC to handle heavy processes that cannot be handled by the microcontroller applied in the direct method. But, we believe this does not make the scalability significantly lower.

The position estimation method of a reflected projected beam is different from that of the direct method. If there are multiple markers, it is difficult to know if two timestamps, in which high values are measured, are caused by the same marker. Therefore, the ratio of the time spent scanning on a marker’s left side and that spent on its right side cannot be computed. If we naively use the time from V-Sync, we fail to accurately estimate the position of a beam due to the fluctuation in the frequency $f$ in Equation (1). Instead, we find that the H-Drct signal correctly encodes the frequency $f$, and therefore we can estimate $f$ from the previous H-Drct signal at each frame. Based on the estimated $f$, we can estimate the horizontal position as follows:

$$x = A \cos(2\pi f (t - t_f) - \phi) + c, \quad (6)$$

where $t_f$ represents the time when the H-Drct state changes (i.e., left to right or vice versa). The vertical position is estimated using Equation (2). One might think that Equation (6) is simpler than Equation (4), and that we should use it for the direct method as well. However, we assumed the use of a low performance microcontroller in the direct method, as mentioned in Section 3.1, and the computational cost required to measure $t_f$ at each horizontal line is generally too high for current microprocessors.

### 3.3 Estimated position refinement

Via a preliminary test, we found that our mathematical model (Equations (1) and (2)) caused non-negligible errors in the estimated pixel positions and that an accurate alignment of a projected image onto a surface was not achieved. However, we also found that the errors were (1) spatially varying, (2) consistent regardless of the distance from the projector to the photosensor or retro-reflective marker, and (3) did not change over time. Therefore, we refined the estimated positions as follows. In an offline process, we measure the errors at all projector pixels (or interpolate them from sparse measurements) and store them as a look-up-table (LUT). In an online process, we refine an estimated pixel position by subtracting the corresponding error in the LUT from the estimated position.

## 4 Prototype

We built prototype systems of the direct and reflection methods. This section describes the system configurations followed by the parameter identifications for the position estimation model.

### 4.1 Direct method

In the direct method, the system consists of three components: a projector node, a sensor node, and a host node. The system diagram is shown in Figure 6.

**Projector node:** Figure 7(a) shows the system overview for our projector node in which we apply a Sony MP-CL1 (1280 x 720 pixels) as the laser projector. The projector receives a video signal from the host node. While displaying the received image, we acquire V-Sync and H-Drct signals from the driving circuit of the projector. The H-Drct signal passes through a phase-shift circuit where the phase is shifted by 90° to synchronize the laser output. The processed V-Sync and H-Drct signals are then sent to the sensor nodes.

**Sensor node:** Figure 7(b) shows the system overview for our sensor node. The received V-Sync and H-Drct signals from the projector node are sent to GPIOs of a microcontroller (mbed LPC1768 96 MHz). The output signal from a high-speed photodiode (Hamamatsu Photonics S5971) is amplified and then sent to the microcontroller. The microcontroller detects a pulse when the voltage of the signal is above a predetermined threshold. Then, it computes $\tau_c$ and $\tau_l$ using the internal timer and transmits them to the host node.

**Host node:** The host node is a PC (Intel Core i7 3.4GHz, 16GB memory, GeForce GTX 650), which receives the time information from the sensor nodes. It then computes the position of each sensor node using Equation (4). The projection images are geometrically transformed using the position information to align the projection surfaces in which the sensor nodes are embedded. For example, when the positions of four sensor nodes embedded in a planar surface are acquired, a projection image is generated via the homography transformation. The generated image is then transmitted to the projector node.

### 4.2 Reflection method

Figure 8 shows the prototype system of the reflection method. We use the same projector and host node as for the prototype of the direct method described in Section 4.1 with another photosensor (Hamamatsu Photonics S5973-01), which has a faster response speed but a smaller light receiving section. The specification sheet of the projector states that the time spent illuminating a single pixel is only approximately 10 ns. Therefore, we require very fast measurements of the output signal from the photosensor to precisely generate a reflection image.
To this end, we connected the photodiode to a USB Oscilloscope (Pico Technology Picoscope 6402C), which performs an A/D conversion of the input signal and directly sends the converted data to the host node. The host node computes a reflection image from the measured data and then applies various computer vision techniques to the image to estimate the poses of the retro-reflective markers. We used a retro-reflective material (3M Scotchlite 983-10) for our markers.

The essential assumption of the reflection method is that the photosensor is placed in the optical path of the projector. We achieve this by applying a beam splitter. One of the simplest methods is to place the beam splitter in front of the aperture of the projector as shown in Figure 5. However, we found that the signal-to-noise (S/N) ratio of such a naive setup becomes low not only due to the reflected beam from the retro-reflective marker but also due to the environmental light incident on the photosensor. Furthermore, an image of the MEMS mirror always emerges in the reflection image due to second-order reflection in the beam splitter. These artifacts negatively affect the computer vision-based marker detection process. Instead, we propose inserting a beam splitter (Edmund, Non-Polarizing cube beam splitter 47-007) in the projector between the MEMS mirror and the laser diodes (Figure 8). This solves the problems of the naive setup. First, because light reaching the photosensor is limited to the direction of the projected beam by the MEMS mirror and, consequently, the environment light outside the path of the beam does not reach the sensor, the S/N ratio becomes high. Second, in theory, the second-order reflection of the mirror should not emerge.

### 4.3 Parameter estimation

We estimated the parameters of our mathematical model in Equations (1) and (2). The same projector was used for the prototype systems of both the direct and reflection methods. Therefore, the estimated parameters are used in both systems.

We placed a sheet of the retro-reflective material in front of the projector entirely covering its FOV. Then, using the prototype system of the reflection model, we measured the time from V-Sync to a timestamp when a pulse was measured while the projector displayed a single dot pattern with a white (=255) pixel on a black (=0) background. This measurement was repeated every ten pixels in the horizontal direction and every pixel in the vertical direction, i.e., 128 × 720 pixels in total. For each pixel, we made 30 measurements of the time and averaged them. Figure 9 shows the averaged time data for the first 1000 pixels. We then found the parameters by fitting the data using the Levenberg–Marquardt Method. The estimated parameters are $A = -691.3$ pixels, $f = 26.76 \times 10^3$ Hz, $\phi = 9.3 \times 10^{-2}$ rad, $c = 651.3$ pixel, $v = 53.4 \times 10^3$ pixels/s, and $p = -3427.375 \mu$s. The coefficient of determination $R^2$ of the fitting is 0.992 for Equation (1) and 0.999 for Equation (2).

We measured the estimation errors using the direct method in a dark room to prepare the LUT described in Section 3.3. We placed the photodiode of a sensor node 2 m from the projector and displayed a grid pattern consisting of 11 × 26 white grid lines and a gray background. We manually adjusted the direction of the projector so that each grid intersection overlaid the photodiode while maintaining the distance between the projector and the photodiode (Figure 10(a, b)). Then, we estimated the position of a projected pixel on the photodiode for each intersection point using Equations (4) and (5) with the estimated parameters. The estimated positions were then compared to the ground truth. Because the manual adjustment of the projector direction does...
We evaluated how accurately our methods could estimate the position we projected a uniformly white image to estimate the pixel position. There are several factors that could affect the accuracy of our pixel position estimation. We conducted the following four experiments to investigate these effects.

5.1 Direct method

There are several factors that could affect the accuracy of our pixel position estimation. We conducted the following four experiments to investigate these effects.

5.1.1 Effect of incident angle

In general, the sensitivity of a photodiode varies directionally. In particular, a projected beam hitting a sensor from a very shallow angle does not generate a current and, therefore, cannot be measured by the system. We measured the estimation errors by changing the incident angle of a projected beam onto the photodiode of a sensor node in a dark room. We placed a projector node 1 m from the photodiode and directed it so that the center of the projection image hit the sensor. Then, we projected a uniformly white image to estimate the pixel position using the direct method. We compared the estimated position with the ground truth measured using the graycode projection technique [30]. This measurement was repeated for different incident angles.

5.1.2 Effect of sensor distance

The measurement was repeated for different incident angles. In particular, we changed the incident angle (defined as the angle from the normal) from 0° to 90° at intervals of 5°. Figure 12(a) shows the result. The estimation errors are less than 4 pixels from 0° to 75°, and the direct method fails to estimate the pixel positions at 80°, 85°, and 90°. Therefore, the pixel position estimation works when the incident angle is not too shallow (≤ 75°).

5.1.3 Effect of environmental light

The system may become worse with increases in the illuminance of the environmental light. We conducted the same experiment described in Section 5.1.2 under normal room light conditions (220 lx). Figure 12(b) shows the average and standard deviation of the measured errors at each distance. We conducted a two-tailed paired t-test for each pair of mean errors measured at the same distance in the dark room and in the normally lit room. No significant difference was found in the pairs (p ≥ 0.05). Therefore, environmental light does not significantly affect the estimation accuracy when it is less than 5 m.

5.1.4 Effect of the projected light intensity

The S/N ratio of the system may become worse with increases in the illuminance of the projected light. We investigated the minimum necessary illuminance of a projected light with which we can estimate the position. We placed the sensor 0.5 m from the projector in the center of the projected area. We then projected a uniformly gray image and estimated the pixel positions ten times for each distance and each position. The estimation was compared to the ground truth measured using the graycode projection technique. Figure 12(c) shows the average and standard deviation of the errors at each distance. A one-way analysis of the variance (ANOVA) with repeated measurements showed that there is no statistically significant difference in the sensor distance (p < 0.05). Therefore, the sensor distance does not significantly affect the estimation accuracy when it is less than 5 m.

5.1.5 Projector recognition in a multi-projection system

We investigated if our projector recognition technique described in Section 3.1.2 works when projected images overlap each other in a multi-projection system. In this experimental setup, projected images from two projectors overlapped each other on a surface that was placed at a distance of 2 m. As shown in Figure 13(a), one of the projectors was rotated by 90° so that its projected image was in portrait orientation while the other was in landscape orientation. Then, we manually moved a sensor node on the surface as it traced the letter “S”. Figure 13(b) shows the measured trajectory of the sensor in each projector’s coordinate system. Because each trajectory draws the letter “S” in the correct direction, we confirmed that the projector recognition works well.
5.2 Reflection method

Via a preliminary test using the prototype system of the reflection method, we found several factors that affected the maximum distance when a retro-reflective marker is visible in reflection images. Because some were already discussed in Section 5.1, we evaluate the effects of the other unique factors here. In particular, we investigate how the area of a retro-reflective marker and the intensity of a projected pixel affect the maximum distance.

We prepared four rectangular markers with different areas \(20 \times 20 \text{ mm}^2, 30 \times 30 \text{ mm}^2, 40 \times 40 \text{ mm}^2, \text{ and } 50 \times 50 \text{ mm}^2\) and four uniformly gray projection images of different gray levels (64, 128, 192, and 255). Therefore, there were 16 (=4 × 4) experimental conditions. In each condition, we measured the maximum distance where we could extract the marker in a reflection image. In the extraction, we applied a simple threshold and connected component analysis. If the center of the largest connected component corresponded to the center of the marker up to the Euclidean distance of 5 pixels, we considered that the marker to be correctly extracted. By changing the distance between the projector and the marker, we found the maximum distance.

Figure 14 shows the experimental result. From this result, we confirmed that both the marker area and the pixel intensity affect the maximum distance. Concerning the marker area, the result shows that the maximum distance increases as the area increases. However, the maximum distance does not change between the marker areas of \(40 \times 40 \text{ mm}^2\) and \(50 \times 50 \text{ mm}^2\). Therefore, it is confirmed that a large marker area of up to \(40 \times 40 \text{ mm}^2\) is preferable to provide a wide working space for a dynamic PM interaction system. Concerning the pixel intensity, the result shows that the maximum distance increases as the intensity increases. Therefore, it is always recommended to use a bright image when using the reflection method.

6 APPLICATIONS

We implemented several application systems to demonstrate the feasibility and usefulness of our approach.

6.1 Magic lens

We implemented a magic lens [14], through which a user can see another layer of displayed graphical information. We attached four retro-reflective markers on a rectangular projection surface (Figure 15(a)). The positions of the pixels projected on the markers were estimated using the reflection method, and these estimations were used to compute the homography matrix at each frame. The original graphical information was projected onto a large screen. A user can see another layer of information by inserting the surface above the projection screen. We replaced the original texture with another with a different layer of information using the estimated homography matrix. Figure 15(b) shows the reflection image, and (c) shows an implemented example where a user can see an aerial photograph of a map through the magic lens.

6.2 Light pen

We implemented a pen-shaped pointing interface similar to the light pen [3]. With a conventional light pen, a photosensor is embedded in the pen tip. Conversely, we embedded a photosensor so that the sensor is visible from the projector because the pen tip faces the projection screen and does not receive a projected beam. In addition, we integrated three push buttons for various clicking manipulations (Figure 16(a)). Figure 16 shows the prototype of our light pen based on the direct method. We demonstrate several interaction techniques such as drawing, 3D modeling, and map browsing as shown in Figures 16(b-d).

6.3 Dynamic PM

Because the main motivation of this work is to realize dynamic PM with a laser projector, we implemented an application where a texture image is geometrically aligned onto the surface of a Stanford bunny, as
shown in Figure 1. We fabricated the surface from a 3D printer with small holes that are used to embed the photosensors. The positions of the holes were determined in advance so that at least six sensors were visible from the projector regardless of the pose of the surface. We determined the positions of the 24 sensors using a technique similar to that proposed in one of our previous studies [8]. Using more than six sensor positions, we can estimate the $3 \times 4$ projection matrix $P$ by which we can compute which projector pixel $(x, y)$ hits each surface point $(X, Y, Z)$ as $B[x \ y \ 1]^T = P[X \ Y \ Z \ 1]^T$, where $t$ represents the transpose of the matrix. The pixel positions on the sensors were estimated using the direct method, and the projection matrix estimation was performed in each frame. Figure 17 shows other projected results. It was confirmed that the projected images are consistently aligned on the surface while it is translating and rotating. The figure also shows the combination of our light pen with this application, by which a user can draw on the surface.

6.4 Warehouse scenario

We implemented an application system assuming a warehouse scenario inspired by [38]. When a user directs a handheld projector node at inventory in which a wireless sensor node is embedded, s/he can see a projection of retrieved information collocated with the physical object. Figure 18 shows an implementation example. The system does not obtain the 3D pose of the inventory, but projects each texture image so that its center corresponds to each photosensor. The previous system [38] required several seconds to project spatial code patterns to acquire sensor positions. Conversely, our system achieves the same function while performing the sensor localization in each frame.

6.5 Drone projection

Drone projection is an emerging research topic in which researchers attempt to realize an autonomous projection system that provides SAR anywhere [20, 21]. Because a drone on which a projector is mounted generally flies with fluctuations, the geometric registration parameters must be estimated in each frame. In our application, we mounted our projector node on a drone (DJI PHANTOM 3) and embedded four sensor nodes in a projection surface (Figure 19). We applied the wireless system to this application. Estimated pixel positions on the sensors were used to compute the homography matrix used to transform the projection image to align the surface. Figure 19 shows the result. We confirmed that the wireless system works and that a projection mapping can be achieved even when a projector is flying.

6.6 Stitching

It is possible to realize a larger projection display in a multi-projection system than in a single projection system [32]. To accurately stitch multiple projected images together, we need to know the pixel correspondences between multiple projectors in an overlapping area. We applied the direct method to a stitching application where a user sweeps a sensor node in the overlapping area of two projectors to acquire their pixel correspondences (Figures 20(a) and (b)). The correspondences are
wired prototype system for the direct method. When the projector of the
A motion perpendicular to the optical axis of the projector potentially
Via the system evaluation of the reflection method (Section 5.2), we
when either the sensor distance or the illuminance of the environmental
width of the projection image). The estimation error does not increase
as shown in Section 5.1.2, 5 m is the maximum working distance of a
the experimental result, by which it was confirmed that our technique
could be used in this application scenario.

7 Discussion
From the system evaluation of the direct method (Section 5.1), we
confirmed that it could estimate pixel positions on photosensors with
an average estimation error of 4 pixels (equivalent to 0.32 % of the
width of the projection image). The estimation error does not increase
when either the sensor distance or the illuminance of the environmental
light differs. The evaluation also shows that the projector recognition
technique works correctly when two projectors overlap each other.
Via the system evaluation of the reflection method (Section 5.2), we
confirmed that the area of a retro-reflective marker and the projected
pixel intensity affect the maximum distance where the marker can be
accurately detected in a reflection image. We believe that our method
can estimate pixel positions with a sufficient accuracy for various
dynamic PM applications, as shown in Section 6.
As shown in the supplementary movie, the registration fails from
time to time in the direct method, which clearly decreases the user
experiences. This happens due to the limited performance of the mi-
crocontroller containing only one CPU that sometimes cannot handle
signals arrived from multiple photosensors at the same time. This could
be solved by applying a higher performance controller containing mul-
tiple CPUs. The movie also shows a delay of the registration even in
the wired system. This is mainly caused by the latency in the video
signal transfer via HDMI from the PC to the projector, which normally
takes more than 60 ms. In addition, a relative motion of a surface to the
projector might cause noise for the geometric registration in the movie.
A motion perpendicular to the optical axis of the projector potentially
causes wrong \( t \) measurements. The noise becomes larger when the
surface and projector are closer to each other, because it makes the motion in the projector’s screen coordinate system larger. However, in
practice, only extremely fast motion will cause significant noise, as it
takes only 10 \( \mu s \) to scan each line. A motion along the optical axis
does not cause any noise because it does not affect \( t \).
There are a couple of limitations in the current implementation. First, as shown in Section 5.1.2, 5 m is the maximum working distance of a
wired prototype system for the direct method. When the projector of the
system is more than 5 m from the photosensor and the projection screen
on which the sensor is attached, the projected beam is not sufficiently
bright to form an image, and consequently, the sensor cannot detect the
beam. The maximum working distance is also limited to approximately
1.3 m for the reflection method. This limitation is governed by the S/N
ratio, i.e., the ratio of the reflected light intensity from a retro-reflective
marker to the stray light. The S/N ratio is currently very low due to
imperfections in the optical design. This could be improved by a more
sophisticated system than the current “proof-of-concept” prototype.
Second, when the distance from the projector to the sensor or retro-
reflective marker increases, the minimum necessary luminance of the
projected light increases (see Section 5.1.4). A naïve solution to this
limitation is to convert the luminance range of an original image from
between 0 and 1 to between \( L_{\min} \) and 1, where \( L_{\min} \) \((0 \leq L_{\min} \leq 1)\) is
the minimum necessary luminance at the maximum sensor distance
(i.e., 5 m). Note that the original luminance range here is normalized.
However, this method significantly decreases the contrast of a pro-
jected result. Another solution is to adaptively change the \( L_{\min} \) value
according to the sensor distance reducing the contrast degradation. A
more sophisticated solution would be to increase the luminance only
around the areas where the photosensors are placed. Even though this
solution preserves the contrast in most areas, unnatural spatially varying
luminance modifications could possibly be perceived by observers.
Context aware, imperceptible, spatially varying luminance modifica-
tion techniques might solve this issue [9, 18]. Integrating such adaptive
luminance modification techniques with our method is an interesting
direction for our future investigations.

8 Conclusions
This paper presents a novel online geometric registration technique
for dynamic PM applications based on a novel measurement principle,
SPAP, the time measurement of a raster scanning beam of a laser
projector while projecting meaningful visual information to human
observers. Via system evaluations, we validated the applicability of
our approach to dynamic PM as well as its limitations. Based on the
evaluations, we built several application examples to demonstrate the
feasibility of the proposal. As discussed in Section 7, there are two
directions for our future works. The first is building a system with
a more sophisticated optical design to reduce the stray light in the
reflection method. The second is to develop an adaptive luminance
modification technique to improve the contrast of a projected image.
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